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From the Editor
The South East European Journal of Economics and 
Business is a research-oriented journal dealing with 
topics in the fields of economics and business, with a 
particular focus on the transition economies of South 
East Europe (SEE). This issue (Volume 10, Issue 2) 
brings us five empirical papers focused on Bosnia and 
Herzegovina (BiH), Croatia, Slovenia and Macedonia, 
as well as two research articles treating economies 
in Asia and Africa. Such diversity in our published ar-
ticles is a consequence of the increasing number of 
submissions the Journal currently receives, in addition 
to our commitment to publishing research papers fo-
cused on areas outside of the region of SEE. Research 
heterogeneity is not only present in our Journal’s geo-
graphic coverage, but in the published papers’ treat-
ment of different economic/business topics, sectors, 
and methodologies. This issue includes such research 
areas as foreign direct investment, innovation, fiscal 
and monetary policy, the telecommunications sector, 
financial markets and the crisis. We do hope that such 
a research portfolio will bring interesting findings to 
our equally diverse audience. 

Dauti reports his analysis of “Determinants of for-
eign direct investment in transition economies, with 
special reference to Macedonia: Evidence from the 
gravity model.” In his investigation, Dauti relies on 
panel empirical modelling and investigates the main 
determinants of foreign direct investment (FDI) stocks 
in five SEE and ten EU member countries. An augment-
ed gravity specification was used to uncover how typi-
cal gravity and FDI traditional determinants, together 
with different institutional factors, affect investors’ 
decisions from the core OECD countries to invest in 
the targeted SEE and EU economies. The overall find-
ing is that the investigated determinants are indeed 
important in affecting FDI stock, while bilateral FDI 
stock is subject to persistence effects. In the context 
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of Macedonia, there is a relatively strong gravitational 
character to Macedonia’s inward FDI stock.

Pita-Lazović and Štambuk analysis, “Professional 
opinions and attitudes on tax policy in BiH, with a spe-
cial focus on the Federation of BiH” uses survey data 
gathered from tax experts. As to be expected from 
taxation-based research on BiH, the study explores 
the consequences of the two different meso-level in-
stitutional environments in BiH (the Federation of BiH 
and the Republika Srpska). The authors identify that 
respondents are consistent in their opinions on the in-
troduction of a progressive personal income tax (PIT), 
an excise duty on luxury products, the maintenance of 
personal, family allowances, the maintenance of the 
current value added tax (VAT) and corporate income 
tax rates. However, differences exist in the respond-
ents’ perceptions about the introduction of reduced 
VAT rates, the regressivity of the VAT, and priority 
given to equity over efficiency. Probability modelling 
highlighted these differences and indicated inconsist-
encies in the definition of the PIT tax base.

 “Measuring the impact of innovations on efficien-
cy in complex hospital settings” by Došenović-Bonča 
and Tajnikar provides an approach to measuring the 
impact of innovations on hospital efficiency based on 
research on general hospitals in Slovenia. The authors 
argue that the suggested methodology can be ap-
plied to any type of innovation, including technology-
based innovations, as well as consumer-focused and 
business model innovations. They demonstrate that 
the impact of an innovation on hospital efficiency de-
pends not only on the features of the studied innova-
tion, but also on the characteristics of hospitals adopt-
ing the innovation and their external environment 
represented by a set of comparable hospitals.

Zaimović presents an empirical investigation from 
the telecommunication sector in BiH, entitled “Mobile 
carrier selection in a post-conflict environment – the 
primacy of ethnicity over conventional networking 
effects,” which uses survey data and probability mod-
elling to investigate what drives customers in their 
choices of mobile carriers. While Zaimović identifies 
the importance of traditional networking determi-
nants, his results also reveal that costumers› decisions 
were driven by some non-traditional, post-conflict 
related influences. This refers primarily to the self-re-
ported ethnicity of respondents, which is linked to the 
“ethnic affiliations” of providers. Interestingly enough, 
while conventional determinants differ for different 
mobile carriers, the ethnicity effect overwhelms the 
traditional networking determinants in the examined 
models. 

Kaur and Gupta provide an empirical investiga-
tion of the Indian financial market: “The Impact of the 

financial crisis on the hedging effectiveness of futures 
contracts: evidence from the national stock exchange 
of India.” The study focuses on the consequences of 
the latest financial crisis (2008) on the hedging effec-
tiveness of three index futures contracts traded on the 
National Stock Exchange of India from January 2000 
to June 2014. The study reports an improvement in 
hedging effectiveness during the post-crisis period. Its 
policy implications are that near month futures con-
tracts are a more effective tool for hedging compared 
to next and far month contracts. In addition, liquidity 
is a more important determinant of hedging effective-
ness than hedge horizons, and a time-invariant hedge 
ratio is more efficient than time-variant hedging.

“The Influence of different information sources 
on innovation performance: evidence from France, 
the Netherlands and Croatia” by Pejić-Bach, Lojpur, 
Peković and Stanovčić investigates the extent to 
which the usage of different information sources in-
fluences internal and external research and devel-
opment (R&D) activities in Croatia, France and the 
Netherlands. Their empirical investigation is based on 
cross-sectional Community Innovation Survey data 
covering the period 2006-2008. The obtained results 
imply that internal sources, customers, suppliers and 
universities are important information sources for 
both internal and external R&D activities. Moreover, 
the study analyzes the significant similarities and dif-
ferences that exist between countries of different lev-
els of competitiveness. 

Nurudeen’s paper focuses on the link between the 
fiscal and monetary sectors: “The non-linear relation-
ship between fiscal deficits and inflation: evidence 
from Africa.” The author investigates the association 
between deficits and inflation in 51 African economies 
by using a panel GMM estimator (1999-2011). The re-
sults indicate that the deficit-inflation relationship is 
non-linear for the African sample and its different sub-
groups. A percentage point increase in deficits results 
in a 0.25 percentage point increase in inflation rate, 
while the relationship becomes quantitatively greater 
once the deficits reach 23% of GDP. The results are dif-
ferent for different sub-groups. The author proposes 
the grouping of African countries according to their 
levels of inflation and/or income when examining the 
deficit-inflation nexus. 

On behalf of Editorial Board
Adnan Efendic

University of Sarajevo
School of Economics and Business
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The aim of this paper is to use panel data on bi-
lateral FDI stocks from individual developed source 
economies to transitional developing host economies 
between 1994 and 2010 by focusing on market size, 
transaction cost and government policies as the de-
terminants of FDI.

This paper investigates the potential level of for-
eign direct investments (FDI) in Macedonia. In this 
regard, the paper will consider estimation of bilat-
eral FDI stocks between OECD-20 countries and 
EU-NMS-10 and SEE-5 using an augmented Gravity 
Model, based on a panel data set for the period 1994-
2010. Macedonia is selected as a case study, in order 
to test how the model of the determinants of FDI ap-
plies to a semi – developed country. Moreover, the 
Macedonian government has taken important steps 
with regard to the promotion of the country to foreign 
investors, such as significant institutional reforms. 

Also, FDI in Macedonia are considered a crucial source 
of GDP growth, increased employment and exports 
and a main driving force for enhancement of the tran-
sition process in the country. Therefore, considering 
the importance of FDI for Macedonia’s economy, the 
paper outlines the actual and potential determinants 
of FDI in Macedonia from source OECD-20 countries. 

This study will enrich the empirical literature on FDI 
determinants, using bilateral data at the country level, 
by considering also institutional and transition-related 
factors as crucial in largely determining the size of 
FDI in transition economies. Moreover, the empirical 
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Abstract

This paper accounts for the main determinants of Foreign Direct Investment stocks to 5-South East European 
Countries and the 10-New Member States of the European Union countries by using an augmented Gravity 
Model, for the purpose of calculating the potential levels of FDI stock in Macedonia. The study takes into ac-
count country specific institutional factors that determine foreign investors’ decisions from 20 core OECD 
countries to invest in SEE-5 and EU-NMS-10 countries. From the results of the study we find that gravity fac-
tors (market size and distance), institutional related factors (control of corruption, corruption perception in-
dex, regulatory quality, transition progress and WTO membership) and other traditional determinants of FDI 
(schooling, bilateral exports) appear to significantly determine inward FDI stock to the SEE region and new 
EU member states. The GMM estimates suggest that bilateral FDI stock is subject to persistence effects. The 
study additionally confirms the relatively strong gravitational character of Macedonia’s inward FDI stock. 

Key Words:  Foreign Direct Investment, SEECs, Panel Econometrics, Gravity Model

JEL:  F21 

1	 INTRODUCTION
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study finds that FDI between the developed OECD-20 
countries and the transitional SEE-5 and EU-NMS-10 
countries is determined by gravity factors, host coun-
try institutional factors, and transition progress. 

The paper is organized as follows. The next section 
presents the review of late empirical literature on FDI 
determinants in transition economies. Section three 
presents the methodology and hypothesis. Section 
four presents the econometric assessment and expla-
nation of the econometric methodologies used for 
the purposes of estimation. Section five presents the 
calculation of FDI potentials in Macedonia at stock lev-
els from individual OECD-20 source countries. The last 
section concludes the study.

2	 LITERATURE REVIEW OF FDI DETERMINANTS 
IN TRANSITION ECONOMIES

Numerous studies have dealt with determinants of 
FDI in transition economies. (Hill et al. 1990; Itaki 1991; 
Resmini 2000; Bevan and Estrin 2000; Kinoshita and 
Campos 2004; Dimitri et al. 2005; Botrić and Škuflić  
2006; Johnson 2006; Zulfiu 2008; Mateev 2008; Seric 
2011; Gorbunova et al. 2012; Estrin and Uvalic 2013; 
Derado 2013 ). 

Hill et al. (1990) discuss strategic, environmental 
and transaction factors with respect to the decision 
of entry mode. Strategic factors included the extent 
of national differences, extent of scale economies 
and global concentration. Environmental factors in-
clude country economic and political risk, demand 
conditions, and volatility of competition. Transaction 
cost considerations include the value of firm-specific 
know-how. The authors conclude that firms undertak-
ing FDI should consider the country risk, since this fa-
vors licensing and joint ventures over wholly–owned 
subsidiaries. The logic behind this rationale lies under 
marginality rules of the management decision mak-
ing process. If the establishment cost and the cost of 
know-how exceed licensing and joint ventures costs, 
the wholly–owned subsidiaries make no sense. 

Itaki (1991) critically examined the Eclectic 
Paradigm, focusing mainly on the confusion between 
ownership advantage and location advantage. He ar-
gued that the ownership advantage consisted of firm’s 
internal economies of integration, internalized exter-
nal economies, and minimized transaction cost and 
market power. Itaki (1991) argued that the Eclectic 
Paradigm confused the ownership advantage in en-
gineering terms and this advantage is influenced and 
inspired from location advantages. In this regard, the 
author suggested that the Eclectic Paradigm theory 
should differentiate between real and nominal terms. 

Agarwal and Ramaswami (1992) examined the 
Eclectic Paradigm on the choice of entry modes of 
multinational firms. The results showed that firms 
used entry modes in high potential markets and they 
are likely to establish market presence in these mar-
kets through direct investments. However, the firm’s 
abilities are constrained by their size and multination-
al experience. 

Bevan and Estrin (2000) analyzed the determinants 
of FDI flows and country risk, employing a large panel 
data set for the period 1994-1998. The authors used bi-
lateral data on the flows of FDI between source coun-
try i (EU-15) and receipt country j. (Bulgaria, the Czech 
Republic, Estonia, Hungary, Latvia, Lithuania, Poland, 
Romania, Slovak Republic, Slovenia and Ukraine). The 
authors looked at the role of location advantage and 
internalization advantage as defined in the Eclectic 
Paradigm. Bevan and Estrin (2000) found that of the 
location specific advantages, market size is a statisti-
cally significant factor for the host countries, owing to 
greater market opportunities for investors. Contrarily, 
the authors did not find support under that source for 
the idea that country size is a significant determinant 
of FDI inflows. In terms of ownership and internaliza-
tion advantages, the results suggested distance and 
unit labor cost are negatively associated to FDI re-
ceipts. In this regard, country credit rating variability 
was also found to be significantly positively correlated 
with FDI inflows. 

Kinoshita and Campos (2004) analyzed the loca-
tion determinants of FDI into 25 transition econo-
mies, utilizing a panel data between 1990 and 1998. 
Considering location–specific advantages, within the 
OLI framework, the authors focused the research on 
market-seeking factors (to sustain existing markets 
or exploit new ones), resource–seeking factors (to ac-
quire resources not available in the home country), 
and efficiency-seeking factors (to enable the firm to 
gain from the common governance of geographically 
dispersed activities in the presence of economies of 
scale and scope). The authors exploited host country 
characteristics and agglomeration economies as de-
terminants of FDI location, by incorporating the past 
stock of FDI as a proxy for agglomeration economies. 
By using the General Method of Moments (GMM) esti-
mation technique the authors found that agglomera-
tion economies are the most significant determinant 
of FDI in transition economies. However, the poor 
quality of the bureaucracy in the host country is found 
to be a deterrent to foreign investment decisions even 
after controlling for the agglomeration effect. The re-
sults of the paper suggested that the more liberalized 
the country is towards external trade, the more FDI 
it will attract, confirming the finding of many studies 
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that trade and FDI are complementary to each other. 
Derado (2013) employing panel data set for the pe-

riod 1990-2004, analyzed the determinants of inward 
FDI stock into 12 transition economies originated from 
five foreign investor countries in the region. Contrary 
to expectations the author found negative and signifi-
cant coefficient of GDP per capita in source countries, 
providing evidence that high income countries reduce 

their bilateral FDI activity to transition economies. The 
author also found a significant and positive impact 
from openness, an EU adherence dummy variable and 
small scale privatization on FDI for transition econo-
mies. Some additional studies of the determinants of 
Foreign Direct Investments in transition economies 
are presented in the tables below.

Table 1:  Main findings for some of the determinants of FDI, suggested by empirical literature

Author Dimitri et al. (2005) Botrić and Škuflić (2006) Andreas Johnson (2006) Zulfiu (2008)

Investigation Foreign Direct 
Investment in South 
Eastern Europe: How 
(and How Much) Can 
Policies Help?

Main Determinants 
Foreign Direct 
Investment in the 
South East European 
Countries.

FDI inflows to the 
Transition Economies 
in Eastern Europe: 
Magnitude and 
Determinants

Determinants of 
Foreign Direct 
Investment in Transition 
Economies: With 
particular Reference 
to Macedonia’s 
Performance

Sample and 
period

Data: Panel Data, bilat-
eral FDI flows between 
15 host and 24 source 
countries. Period: 
2000-2002

Sample: SEE – 7 
countries. 
Period: 1996 – 2002

25 Transition Economies 
of CEE countries and CIS 
countries. Period: 1993 
– 2003

Host country: 
Macedonia
Source country: 29 
source countries:
Period: 1997-2003

Methodology Panel Analysis
GMM (General Method 
of Moments)

Panel Analysis: 
Methodology. 
Generalized Least 
Square (GLS)

Panel Analysis
Methodology:
Time invariant fixed ef-
fect, random effect and 
pooled OLS

One way RE and FE and
System GMM and differ-
ence GMM

Findings The findings suggest 
that high unit labor 
costs, a high perfor-
mance tax burden, and 
to a lesser extent a high 
level of import tariff 
discourage FDI, while a 
liberal foreign exchange 
and trade regime and 
advanced reforms in 
the infrastructure sector 
encourage FDI.

Openness has a signifi-
cant positive effect on 
FDI. At the same time 
characteristics of the 
economies, such as 
private sector share or 
service sector share, also 
proved to be significant 
and exerted positive 
influence on FDI. Thus, 
increasing trade with 
other economies posi-
tively influences FDI.

Using panel data into 
a CEE sample Johnson 
found that the proxies 
for host country de-
mand has a significant 
positive effect on FDI. 
The result suggested 
that market seeking 
(absolute GDP, GDP per 
capita) is an important 
motive for investment in 
the CEE economies

Using One way RE the 
author found a positive 
and statistically signifi-
cant coefficient for host 
country GDP and open-
ness and negative and 
a statistically significant 
coefficient for distance
Using one step and two 
step results from system 
and difference GMM the 
author found evidence 
that FDI stock is subject 
to persistence effects 

Notes:  Summary papers with empirical studies.
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3	 METHODOLOGY, EMPIRICAL APPROACH  
AND DATA

In line with the theoretical framework of FDI de-
terminants, we consider the role of geography in ex-
plaining the FDI pattern among SEE and CEE countries 
and other policy factors either resisting or promoting 
FDI by using the conceptual framework of the gravity 
model. The reduced form of the model including re-
lated selected variables is given below:

Where fdiij,t is a bilateral FDI stock from source 
country i to host country j at time t, in millions of US 
dollars. gdpij,t-1 represents market size variables de-
noting the gross domestic product, in millions of US 
dollar in source and host country, respectively. Both 
variables are lagged by 1 time period, in order to con-
trol for endogeneity problems between FDI and GDP. 
We use the absolute difference of GDP per capita vari-
able between source country and host country at time 
 

Table 2:  Main findings for some of the determinants of FDI, suggested by empirical literature

Author Miroslav Mateev (2008) Adan Seric (2011) Gorbunova et al. (2012) Estrin and Uvalic (2013)

Investigation Determinants of Foreign 
Direct Investment 
in Central and 
Southeastern Europe: 
New Empirical Test

Determinants of FDI 
location in Central and 
Eastern Europe.

New Evidence of FDI 
Determinants: An 
Appraisal over the tran-
sition period

Foreign direct invest-
ment into transition 
economies. Are the 
Balkans different?

Sample and 
period

Host countries of FDI 
are 8 transition econo-
mies: Hungary, Poland, 
the Check Republic, 
Slovakia, Slovenia, 
Bulgaria, Romania, and 
Croatia
Source countries of FDI: 
EU-12 countries
Period: 2001-2006

All CEE countries
Using yearly data from 
1995 to 2000

26 former socialist 
countries
Period: 1994-2002

Host: 17 transition 
countries
Source: More than 
70 countries. Focus 
group: SEE-7: 
Albania, Bosnia and 
Herzegovina, Bulgaria, 
Croatia, Macedonia, 
Montenegro, Romania 
and Serbia
Period: 1990-2011

Methodology cross-section panel 
data analysis: LSDV with 
source country dummy

Fixed Effect and 
Dynamic Panel 
Estimation: two step 
least square regression

Feasible GLS and Prais - 
Winston transformation

OLS

Findings It was found that gravity 
factors (GDP, population, 
distance and cultural 
proximity) and cost and 
transition specific fac-
tors (wages, corruption 
and risk credit rating) 
are statistically signifi-
cant with the estimated 
sign as expected. 

FDI into transition 
countries
is driven mainly by 
market potentials, low 
labor cost and produc-
tivity, low labor cost, 
and abundant natural 
resources. FDI in transi-
tion economies might 
be market and efficiency 
seeking.

FDI are determined by 
market and institutional
factors. Among market 
variables, relatively high-
er labor costs unexpect-
edly do not represent an
problem for foreign 
investment. The vari-
ables proxying market 
stabilizing institutions 
play a more important 
role than those proxy-
ing market creating 
institutions.

Using augmented 
gravity model with 
institutional variable 
and dummy variable 
capturing EU member-
ship, the authors found 
that, Western Balkans 
countries receive less 
FDI than other transition 
economies.

Notes: Summary papers with empirical studies.
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Where i denotes a source country of FDI (OECD-
20), j denotes individual SEE-5 and EU-NMS-10 receipt 
countries, t denotes the years from 1994 to 2010. The 
empirical model assumes that bilateral FDI in SEE 
and EU-NMS countries is a function of GDP, GDP per 
capita, distance, language, cultural and border simi-
larities, world trade organization membership of the 
host economy, bilateral FDI agreement, trade open-
ness, bilateral exports, schooling, transition progress, 
corruption perception index and world governance 
indicators like control of corruption, regulatory qual-
ity, government effectiveness, rule of law, political risk 
and voice and accountability. The dependent vari-
able fdiijt is defined as the bilateral stock of FDI from 
source country i to host country j at time t. The source 
of this data is the OECD. The FDI stock variable con-
tains a large number of zero observations and nega-
tive values3. 

3.2  Data description and hypothesis

Along the lines of previous research, the dependent 
variable fdiijt is defined as the bilateral stock of FDI 
from source country i to host country j at time t. The 

source of this data is the OECD. The FDI stocks are 
measured at current prices and current exchange rate 
in millions of US dollars. 

Using a gravity framework, the expected economic 
factors that determine the size of FDI bilateral are: the 
market size factors represented by GDP and absolute 
difference of GDP per capita between source and host 
countries, and the transaction cost factor represent-
ing the distance. In the empirical model we include 
the variables of gdpit and gdpjt to consider the market 
size of host and source country. The empirical litera-
ture suggests a positive relationship between market 
size factors and the size of FDI (Bevan and Estrin 2004; 
Johnson 2006; Mateev 2008). The explanation is that 
the bigger the host country GDP the larger the FDI, 
since larger economies become more attractive for 
foreign capital. The larger the origin country of FDI the 
more FDI should emerge from this country; and the 
larger the market size of a host country the more FDI 
it should receive. Thus, for both variables we expect 
positively signed coefficients. The source of this data 
is UNCTAD. 

In the empirical model we also include the vari-
able of the absolute difference of GDP per capita be-
tween countries to capture the market size differen-
tials between countries, as well as factor endowments 

t |gdpci,t-1- gdpcj,t-1|  as measures of factor endowment 
differentials between countries. The absolute dif-
ference of GDP per capita, between source and host 
country, will allow us to control for serial correlation 
between GDP and GDP per capita variable (Greene 
2013). The country-pair specific effects, aij captures 
all the time invariant factors, such as distance, com-
mon land border, common language etc, while ut 
is a time dummy, φ is host country dummy and σ is 
source country dummy and θ is pair country dummy, 
xjt represent the vector of host country explanatory 
variables. yjt stands for host country institutional-re-
lated variables and yjt*d stands for host country insti-
tutional-related variables interacted with SEE dummy 
variable. The interaction terms, yjt*d is included in 
the model to estimate the institutional determinants 

of inward FDI stock in SEE-5 countries, d denotes the 
constitutive term proxying SEE dummy variable. The 
EU-NMS-10 country group is taken as control group. 
εijt is the standard error term.

3.1  Empirical model

Following the work of Bevan and Estrin (2004), 
Johnson (2006) and Mateev (2008) applied to the OLI 
framework, we employ the gravity model for explain-
ing FDI patterns, among countries that have invested 
in the SEE-5 countries and EU-NMS-10. For estima-
tion purposes, the extended gravity equation for FDI 
stocks in SEE and EU-NMS-10 countries is specified in 
the equation (2)2:
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differentials between countries. In line with the Linder 
hypothesis (1961), it can also be taken to account for 
the differences in consumer tastes between countries. 
Moreover, considering the Linder’s preference-based 
theory (1953), the effects of country characteristics, 
denoted by GDP per capita on FDI, do not accord well 
by including the respective levels of GDP per capita 
for both countries, but, rather by considering the ab-
solute differences of GDP per capita between coun-
tries (Frankel et al. 1995)4. Based on the concept of 
cost comparative differences and combined tastes be-
tween countries, it is expected that high income OECD 
countries will focus their investments more towards 
relatively low income EU-NMS-10 and SEE-5 countries. 
Hence, there is an expected positive impact from the 
absolute difference of GDP per capita variable on FDI. 
However, the empirical literature suggests both posi-
tive and negative relationships between factor cost 
differentials and FDI (Globerman and Shapiro 2002). 
The positive (negative) sign of this variable may also 
be due to the fact that differences in wage levels are 
compensated (or not compensated) by productivity 
(Bergstrand 1989).The source of the data for this vari-
able is UNCTAD. 

The transaction cost variable in this study is rep-
resented by the distance between source and host 
country. The variable of distance lndijt represents a 
gravity factor. Distance between source and host 
country is expected to have a negative effect on the 
size of FDI, due to costly adoptions of goods to lo-
cal preferences (Johnson 2006) and high transporta-
tion costs (Bevan and Estrin 2000; Resmini, 2000). The 
variable of distance is measured by the actual route 
distance between the economic centers (generally, 
capital cities) of the source and host countries in kil-
ometers. This variable is used in the model to proxy for 
the transaction, transportation cost and physical cost 
of foreign investments5. According to Resmini (2000), 
greater distance presents weaker trade ties between 
the FDI source country and the host country, thus pro-
viding for lower FDI stock levels. Typically, empirical 
studies proxy trade costs with bilateral distance.

However, a number of additional variables are 
also customarily used. In this regard, the model also 
includes additional gravity factors through dummy 
variables, like smctryij which is a dummy variable that 
takes value one when two countries share a border, a 
language or were the same country in the past, cor-
respondingly. In all cases, the coefficient is expected 
to be positive. This variable is used to capture informa-
tion costs and search costs, which are probably lower 
for foreign investors whose business practices, com-
petitiveness and delivery reliability are well known to 
one another. Firms in adjacent countries, or countries 

with common relevant cultural features, are likely to 
know more about each other and to understand each 
other’s business practices better than firms operating 
in less similar environments. The source of the data for 
smctryij is CEPII.

The variable lnbexjit-1 is considered in the model 
to account for bilateral exports from host country j to 
source country i. This variable is lagged by one time 
period to allow the bilateral exports the grace pe-
riod before it starts impacting host country’s inward 
stock of FDI. It is expected that host country bilateral 
exports encourage more FDI. Hence, export-oriented 
economies may be more successful in encouraging 
FDI. Therefore it is expected that a positive relation-
ship exists between lagged bilateral exports and FDI. 
The source of the data for lbexjit is the OECD. 

The variable lnschjt accounting for years of school-
ing of the host country population is measured by 
tertiary school enrolment as a per cent of gross school 
enrolment. This variable will account for efficiency-
seeking motives of FDI, capturing the human capital 
developments in the host country (Borensztein et al. 
1998). According to the research literature, there is a 
strong positive relationship between FDI and the level 
of educationalattainment in the domestic economy. 
In line with Borensztein et al. (1998) this variable is ex-
pected to present a positive relation to FDI: the more 
educated the workforce, the greater the incentive for 
investment, since a better educated workforce yields 
higher returns. Data is obtained from the World Bank 
database on education.

We augment the gravity model by considering ad-
ditional explanatory variables that are expected to be 
significant FDI determinants. Therefore, considering 
the empirical work of Holland and Pain (1988), Mora 
et al. (2001), Kinoshita and Campos (2004), Bevan and 
Estrin (2004), we find that the importance of institu-
tional development factors is significantly important 
for the investment decisions of foreign investors. 
Moreover, the quality of institutions is crucially impor-
tant for less developed SEE countries. In the study we 
proxy for the quality of institutions in the host coun-
try through the World Bank’s Worldwide Governance 
Indicators (WGI), which include six relevant measures, 
on per centile rank values, like control of corruption, 
regulatory quality, rule of law, government effective-
ness, political risk and voice and accountability. These 
measurements are used in the study in order to ac-
count for institutional quality and advancement issues 
(economic and political institutions). 

The index of control of corruption lnccjt captures 
perceptions of the extent to which public power is 
exercised for private gain, including both petty and 
grand forms of corruption, as well as “capture” of the 
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state by elites and private interests. It is expected that 
control of corruption will be negatively associated 
with bilateral FDI. The index of regulatory quality ln-
rqjt measures perception of the ability of the govern-
ment to formulate and implement sound policies and 
regulations that permit and promote private sector 
development. It is expected that regulatory quality 
index will be positively related to bilateral FDI. The 
index of rule of law lnrljt measures the perceptions of 
the extent to which economic agents have confidence 
in and abide by the rules of society, and in particular 
the quality of contract enforcement, property rights, 
the police and the courts, as well as the likelihood 
of crime and violence. It is expected that economic 
agents’ confidence in the host country’s institutional 
system, represented by quality of contract enforce-
ment and property rights, will be positively related 
to bilateral FDI. The index of voice and accountabil-
ity lnvajt captures perception of the extent to which a 
country’s citizens are able to participate in selecting 
their government, as well as freedom of expression, 
freedom of association, and a free media. The politi-
cal stability index lnpsjt captures the perception of the 
likelihood that the government will be destabilized or 
overthrown by unconstitutional or violent means, in-
cluding politically-motivated violence and terrorism. 
The government effectiveness index lngovjt captures 
perception of the quality of public services, the quality 
of the civil service and the degree of its independence 
from political pressures, the quality of policy formu-
lation and implementation and the credibility of the 
government’s commitment to such policies. In gener-
al, it is expected that bilateral FDI from source to host 
country will increase as the overall institutional condi-
tions in the SEE-5 and EU-NMS-10 host countries im-
prove. Therefore, a positive relationship between FDI 
and host country governance indicators is expected. 

The variable lntpjt is included in the model to cap-
ture the transition progress of host country institu-
tions. Following Mrak and Rojec (2013), this variable 
is constructed by the sum of seven EBRD transition 
specific indexes, i.e. the indexes denoting large scale 
privatization, enterprise restructuring, competition 
policy, banking reforms and interest rates liberaliza-
tion, securities markets and non-bank financial institu-
tions, and infrastructure reform. Transition progress is 
included in the model as policy determinants of FDI to 
reflect the main transition characteristics of SEE-5 and 
EU-NMS-10 countries. It is expected that the transition 
progress will be positively associated with bilateral FDI 
stocks. The source of the data for this variable is the 
European Bank of Reconstruction and Development 
(EBRD).

Additionally, the Transparency International 

Corruption Perception Index (CPI) is included in the 
study to address the level of perceived corruption and 
to capture the investment climate in the host coun-
tries. The variable lncpijt is measured by perceived 
corruption on a continuous scale from 1 to 10. In the 
model, we account for the effects of corruption as an 
institutionally-related determinant. The data is col-
lected from Transparency International’s website. The 
variable is expected to have a positive relationship 
with FDI stocks, since a higher value of the corruption 
index indicates a less corrupt business environment in 
the host country.

However, in the study there are also other institu-
tional dummy variables included. The dummy vari-
ables, such as wtojt, bfdiaijt are included in the model 
in line with the business network theory of FDI flows 
to denote institutional factors affecting FDI stocks into 
SEE countries. In this regard, wtojt is included in the 
model to denote the membership of the receipt coun-
try of FDI into the World Trade Organization (WTO). 
The source of this data is the WTO database. The varia-
ble bfdiaijt is included in the model to denote bilateral 
investment treaties between country i and j at time t. 
The source of the data for bilateral investment treaties 
is UNCTAD. 

Finally, to address the question of whether the 
main institutional determinants of FDI are different 
across the two group of countries (SEE countries ver-
sus EU-NMS), in the estimated model we introduce in-
teraction variables between host country institutional 
variables and SEE dummy variable d. These variables 
are included in order to differentiate between the 
overall potential for FDI between the SEE-5 and EU-
NMS-10 countries. It is expected that inward stocks 
of FDI may, to a certain extent, be independent of the 
above country-specific determinants and will be re-
lated to the geographic region of SEE that has been 
plagued by political instability and war for an im-
portant part of the time period under consideration. 
Therefore, the SEE-5 countries may be considered less 
attractive locations for FDI. 

4	 ECONOMETRIC ISSUES

We use different estimation methodologies to es-
timate the determinants of bilateral FDI stocks from 
OECD-20 to SEE-5 and EU-NMS-10 countries. In this re-
gard, in the study we consider both static panel mod-
els and dynamic panel models. Additionally, other 
estimation techniques are considered in the study, in 
order to deal with the problem of zero observations in 
the dependent variable. 

The problem with estimating FDI stocks using a 
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gravity equation is the multilateral resistance terms 
(MRTs). To proxy MRTs, following Rose and van Wincop 
(2001); Feenstra (2004); Baldwin and Taglioni (2006) 
we use country fixed effects for host countries and 
source countries, time fixed effects and country-pair 
fixed effects. Moreover, the LSDV models with time, 
country and pair dummies are employed to control for 
common external shocks and unobserved country-
fixed effects. An advantage of LSDV estimates is that 
by adding the dummy for each country we estimate 
the pure effect of each individual explanatory vari-
able, accounting also for unobserved heterogeneity 
(Greene 2013). This methodology also identifies indi-
vidual-country specific and time effects.

However, due to the presence of zero FDI stocks in 
the FDI data matrix, we also present the results from 
Poisson Pseudo Maximum Likelihood Estimation tech-
nique (PPMLE) and the Random Effects Tobit (RET) es-
timation technique (Peracchi and Vivano 2004; Santos 
and Silva 2006). These estimation methodologies 
are presented in the study, in order to deal with the 
problem of negative observations in the bilateral FDI 
stock matrix. This problem can arise due to reporting 
statistical problems and measurement errors (Razin 
2001). In this regard, to solve the problem of negative 
observations in the dependent variable we transform 
the dependent variable by replacing the negative val-
ues of the bilateral FDI stock data with zero values.  By 
this transformation we take care of negative values 
and the coefficients from an OLS regression can still 
be interpreted as elasticity’s for large values of the de-
pendent variable (Guerin 2006). The advantages of us-
ing PPMLE is that they deal with the problem of zero 
FDI stocks, provide unbiased and consistent estimates 
in the presence of heteroscedasticity, all observations 
are weighted equally and the mean is always posi-
tive (Henderson and Millimet 2008; Westerlund and 
Wilhelmsson 2009; Silva and Tenreyro 2008).

It has been frequently argued that the static pan-
el data approach may lead to biased parameter esti-
mates as it does not take into account the potential 
endogeneity of explanatory variables. Moreover, the 
standard static panel model does not correct the bi-
ases due to the presence of the lagged dependent 
variable. Therefore, the use of pooled ordinary least 
squares (OLS), fixed effects accounting for country 
and time specific effects or random effects with gen-
eralized least squares would be inappropriate, since 
endogeneity would bias the results. To check for the 
robustness of our results obtained using the static 
panel data techniques, we run dynamic panel data 
regression using Arrellano-Bover/Blundell/Bond esti-
mation procedure (Arrellano and Bover 1995; Blundell 
and Bond 1998). 

One of the advantages of the GMM is that it utilizes 
a bigger subset of instruments.6 However, the draw-
back of the GMM estimation technique is over fitting 
the endogenous variables by increasing the number 
of instruments, thus leading to biased and inconsist-
ent estimates (Roodman 2008). The ‘’system GMM’’ es-
timation technique is more suitable for the panel data 
models with a large number of individuals and a small 
number of time periods (small T, large N panels), with 
explanatory variables that are not strictly exogenous 
(Roodman 2008).

4.1  Results

In this section we present the empirical results. We 
discuss the economic interpretation of the models 
summarized in Tables 3, 4 and 5. All of the above-
mentioned methodologies are presented for esti-
mating the determinants of bilateral FDI. However, 
every method has its advantages and disadvantages. 
For this reason, as has become a common practice in 
empirical literature, we report the results of all of the 
above mentioned estimation methods for the same 
database.

4.1.1  Discussion of results from LSDV models

To consider whether the institutional determinants of 
FDI are different across two groups of host countries 
of (SEE-5 and EU-NMS-10 countries), the results with 
the interactions of the SEE-5 dummy variable with 
host country institutional factors are presented in col-
umns 1-5. Additionally, as a benchmark category of 
these estimates, we also present the results without 
interaction terms (column 6). In this case we consider 
the whole sample of host SEE-5 and EU-NMS-10 coun-
tries as one group of host countries of FDI. Column 
1 shows the results with time dummies. Columns 2 
and 3 show the results for time invariant host country 
and source country fixed effects and for time varying 
host country and source country fixed effects, respec-
tively. Finally, columns4 and 5 present a specification 
where pair effects are also added. Considering these 
estimates, as Bevan and Estrin (2004) find, the positive 
and significant coefficients of host and source coun-
try GDP and the negative and significant coefficient 
for distance indicates that FDI is determined by grav-
ity factors, as expected. This means that our results 
are consistent with a transaction cost analysis of FDI 
in which FDI stocks are attracted between relatively 
large economies, but the gains from overseas produc-
tion diminish with distance from the source country. 
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Table 3:  Static panel estimates of the determinants of bilateral FDI stock

(1) (2) (3) (4) (5) (6)
VARIABLES Robust

LSDV
Robust
 LSDV

Robust 
LSDV

Robust 
LSDV

Robust 
LSDV

Robust
 LSDV

Log of GDP in source c. (-1) 0.551*** -0.406 0.009 0.913** 0.913** 0.880**
[8.38] [-0.80] [0.02] [2.51] [2.51] [2.37]

Log of GDP in host. c. (-1) 0.764*** 0.573** 0.896* 0.668** 0.668** 1.300***
[10.98] [2.19] [1.89] [2.16] [2.16] [4.68]

Log of diff. in GDPc (-1) 1.049*** 0.727** 0.732** -0.370*** -0.370*** -0.294**
[12.18] [2.23] [2.13] [-2.60] [-2.60] [-2.04]

Log of distance -1.395*** -2.802*** -2.825*** -2.629*** -1.122*** -1.855***
[-12.03] [-17.71] [-17.80] [-3.63] [-2.61] [-4.89]

Same country 0.633*** -1.172*** -1.174*** 29.522*** 5.272*** -2.091
[4.94] [-5.29] [-5.31] [6.78] [2.61] [-1.28]

WTO membership 0.411** 0.101 0.103 0.086 0.086 0.155
[2.30] [0.62] [0.51] [0.55] [0.55] [1.00]

Bilateral FDI agreement 0.280 0.334* 0.306 0.063 0.063 -0.009
[1.36] [1.71] [1.53] [0.38] [0.38] [-0.05]

Log of bilateral exports (-1) 0.386*** 0.273*** 0.263*** 0.137** 0.137** 0.147**
[7.21] [5.51] [5.26] [2.10] [2.10] [2.13]

Log of Schooling -0.205 0.956*** 0.343 0.313 0.313 0.226
[-0.99] [4.55] [1.14] [1.31] [1.31] [0.88]

Log of Transition progress 5.641*** 5.198*** 0.755 3.395** 3.395** 0.811
[4.31] [4.30] [0.40] [2.39] [2.39] [0.53]

Log of Corruption perc. index -0.075 -0.902** -0.961** -1.054*** -1.054*** -0.402
[-0.17] [-2.03] [-2.09] [-2.91] [-2.91] [-1.27]

Log of Control of corruption 1.053* -0.147 0.187 -0.203 -0.203 0.604*
[1.78] [-0.29] [0.34] [-0.47] [-0.47] [1.70]

Log of Regulatory quality 0.250 0.888 1.309* 1.331** 1.331** 0.790*
[0.33] [1.30] [1.71] [2.33] [2.33] [1.72]

Log of Government effectiveness -1.538*** -0.057 0.677 1.206** 1.206** 0.432
[-3.24] [-0.10] [1.02] [2.48] [2.48] [1.05]

Log of Political risk -0.346 -0.289 -0.262 -0.229 -0.229 -0.206
[-1.12] [-0.91] [-0.73] [-1.02] [-1.02] [-0.95]

Log of Voice and accountability. 0.367 -0.532 -0.011 1.049 1.049 -0.765
[0.38] [-0.57] [-0.01] [1.53] [1.53] [-1.29]

Log of Rule of law -0.847** 0.638 0.136 -0.099 -0.099 -0.692
[-2.09] [1.17] [0.24] [-0.25] [-0.25] [-1.57]

Log of Corruption perc. index*d 3.305*** 1.256 1.284 1.438* 1.438*
[2.92] [1.13] [1.15] [1.85] [1.85]

Log of Transition progress*d -8.480*** -5.212** -3.666* -4.623*** -4.623***
[-4.12] [-2.33] [-1.68] [-2.93] [-2.93]

Log of Control of corruption *d -1.299 1.437 0.876 1.820** 1.820**
[-1.55] [1.47] [0.86] [2.39] [2.39]

Log of Regulatory quality*d 0.014 -0.003 0.006 -0.020 -0.020
[0.48] [-0.11] [0.19] [-1.06] [-1.06]

Log of Government eff.*d 2.286*** 0.096 0.101 -0.826 -0.826
[3.21] [0.10] [0.10] [-1.11] [-1.11]

Log of Political risk.*d 0.144 1.536* 1.408* 0.454 0.454
[0.30] [1.81] [1.70] [0.95] [0.95]

Log of Voice and acc.*d -1.600 -3.152** -3.506** -3.615*** -3.615***
[-1.06] [-2.18] [-2.38] [-3.93] [-3.93]

Log of Rule of law*d -0.050 -0.672 -0.827 -1.497* -1.497*
[-0.04] [-0.51] [-0.61] [-1.67] [-1.67]

SEE-Dummy 26.358***
[4.89]

Constant -28.15*** -2.023 -5.551 -15.973*** -31.174*** -4.465
[-9.45] [-0.29] [-0.80] [-3.11] [-5.68] [-0.72]

Observations 1,932 1,932 1,932 1,932 1,932 1,932
R-squared 0.707 0.777 0.780 0.921 0.921 0.917
Time dummy Yes No Yes Yes Yes Yes
Host country dummy No Yes Yes No Yes Yes
Source country dummy No Yes Yes No Yes Yes
Country-pair (index) dummy No No No Yes Yes Yes

Notes:  Dependent variable is log bilateral FDI stock. t-statistics in brackets, ***, ** and * indicate significance of coefficients at 1, 5 and 10 
per cent, respectively.
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Focusing on the most used specification, column 
5, we find that host country GDP and source country 
GDP is positive and significant. This suggests that the 
income level and the size of host and source country 
market is an important determinant for foreign inves-
tors. A negative and significant coefficient of distance 
indicates that FDI stocks are determined by gravity 
factors, as expected. On the other hand, the positive 
coefficient of host country GDP and the negative co-
efficient of distance support the market–seeking and 
efficiency-seeking hypothesis of FDI. The estimated 
gravity coefficients can be interpreted as follows. 
Source and host country GDP has a positive and sig-
nificant impact on bilateral FDI stock, with an elastic-
ity of 0.913 and 0.668. An increase in source and host 
country GDP by 1 per cent increases bilateral FDI stock 
from source to host country on average by 1 and 0.7 
per cent, respectively, ceteris paribus. The same esti-
mates confirm that an increase in the road distance 
between capital cities of source and host country by 
1 per cent will decrease bilateral FDI stock from source 
to host countries, on average, by 1.1 per cent, ceteris 
paribus. The findings from LSDV estimates (column 5) 
confirm the negative effect of the absolute difference 
of GDP per capita between countries on the size of bi-
lateral FDI stock. 

The estimated elasticity of the GDP per capita dif-
ference variable is -0.370.  However, other LSDV speci-
fications with time invariant host country and source 
country fixed effects and time varying host country 
and source country fixed effects confirm the positive 
relationship of GDP per capita difference with bilat-
eral FDI stock. The negative (positive) sign of this vari-
able may be attributed to the fact that differences in 
wage levels between countries are (compensated) 
not compensated by productivity (Bergstrand 1989). 
Interpreting the result from pair fixed effects (column 
5), a 1 per cent increase of GDP per capita absolute 
differences between countries is associated with, on 
average, a 0.37 per cent decrease of inward FDI stock 
in host countries, ceteris paribus. We find that the co-
efficient of the same country, indicating a common 
border, common language or cultural similarities be-
tween source and host country at the same time, are 
positively associated to bilateral FDI stock. The model 
predicts that bilateral FDI stock between countries 
that share a language, and cultural and border simi-
larities at the same time is higher than bilateral FDI 
stock between countries that do not share these simi-
larities (see model 5). The explanation of this result 
is that countries in the sample that are close to each 
other do have bilateral FDI activity much more than 
countries that are distant to each other. The argument 
holds, since there is a significant amount of bilateral 

FDI activity between close countries of SEE-5 and 
EU-NMS-10.

To capture the partial effect of institutional devel-
opment on the size of the inward stock of FDI in SEE 
countries, the institutional variables are interacted 
with the SEE dummy variable. The estimated coeffi-
cient of transition progress for EU-NMS-10 countries in 
the equation of FDI is 3.395 per cent (3.395-4.623*0), 
which is significant at a 5 per cent level of significance. 
For SEE-5 countries it is -1.228 per cent (3.395-4.623*1).
The difference is 4.623 per cent less for SEE-5 countries 
is economically large and statistically significant at a 1 
per cent level of significance. This result confirms the 
hypothesis that the size of bilateral FDI stock between 
EU-NMS-10 and SEE-5 countries varies with respect 
to transition progress development. The results con-
firm that a 10 per cent increase in transition progress, 
which is associated with advancements in the host 
country’s transition reforms, increases (decreases) the 
size of bilateral FDI stock into host EU-NMS-10 (SEE-5) 
countries by 3.4 and 4.6 per cent, respectively, ceteris 
paribus. 

The estimated elasticity of the control of cor-
ruption in EU-NMS-10 countries is -0.203 (-0.203+ 
1.820*0) per cent, which is not significant. For SEE-5 
countries it is 1.671 per cent (-0.203+1.820*1). The 
difference of 1.820 percentage points more for SEE-
5 countries is statistically significant at a 5 per cent 
level of significance. The coefficient size, above 1 for 
SEE-5 countries, of the control of corruption index in-
dicates that foreign investors are sensitive to misuse 
of political power by host country elites and govern-
ments. Interpreting this result, 1 per cent increases of 
the extent to which public power is exercised for pri-
vate gains through corruption channels leads to an 
increase of bilateral FDI stock in the host SEE-5 coun-
tries, on average, by 1.820 per cent, ceteris paribus. 
This result may be attributed to discriminatory cor-
ruption, which means that in exchange for a bribe the 
host country governments offer the briber services 
that are not supposed to be offered.

The same estimates confirm that the estimat-
ed coefficient of the CPI index for the EU-NMS-10 
countries in the equation of FDI is -1.054 per cent 
(-1.054+1.438*0). For SEE-5 countries it is 0.384 per 
cent (-1.054+1.438*1). The difference of 1.438 per 
cent, or one and a half percentage points more for 
SEE-5 countries, is statistically significant at 1 per cent 
level of significance. These results indicate that a 1 
per cent increase in the CPI index, which is associated 
with lower perceptions by the host country popula-
tion toward the presence of corruption in the business 
environment, the size of bilateral FDI stock into host 
countries SEE-5 countries increases by 0.38 per cent, 
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ceteris paribus. On the other hand, the negative coef-
ficient of the CPI index for the benchmark category of 
EU-NMS-10 countries indicates that bilateral FDI stock 
into EU-NMS-10 countries, originating from OECD-20 
countries, decreases as the business environment in 
the former group of countries is perceived to be less 
corrupt.

The estimated elasticity of bilateral exports in ro-
bust LSDV estimates is 0.137 per cent. This result sug-
gests that the increase of bilateral exports of host 
SEE-5 and EU-NMS-10 countries serves as a channel 
through which FDI activity in the exporting countries 
expand. Also, the positive relationship between bilat-
eral exports and bilateral FDI stock, on the other hand, 
confirms the complementarities between bilateral ex-
ports and bilateral FDI stocks. The significant and posi-
tive coefficient of bilateral exports indicate that a 10 
per cent increase in the bilateral exports from country 
j to country i (from SEE-5 and EU-NMS-10 to OECD-20), 
increase bilateral FDI stock from country i to country j 
(from OECD-20 to SEE-5 and EU-NMS-10), on average, 
by 1.3 per cent, ceteris paribus. 

4.1.2  Robustness check: discussion of results  
         from alternative estimates

Table 4 reports the results from PPML and RET esti-
mates, columns 7 and 8, as a robustness check to the 
LSDV estimates. Based on the likelihood-ratio test (χ2) 
reported in the last row of each table, the estimated 
results from PPML and RET estimates are significant. 
The differences of the estimated coefficient size be-
tween different estimation techniques seems to sug-
gest that these differences are driven either by the 
large number of zero observations in the sample or 
by heterogeneity of the data, based on the fact that in 
the selected sample we have included countries that 
are different with respect to macroeconomic devel-
opment and their institutional level of development. 
Therefore, the presence of heterogeneity in the esti-
mates raises the question of the best specified model. 

To select the appropriate model we perform a 
Ramsey-RESET, which is applied by checking the sig-
nificance of an additional regressor constructed as 
(x’b)², where b denotes the vector of estimated pa-
rameters. The p-value of this test is 2.61 in PPML and 
5.79 in RET estimates, suggesting the selection of the 
RET estimates for interpreting the results. 

In RET we find a significant effect from WTO mem-
bership. The enhancement effect of WTO membership 
is 25.48 per cent7. Also, a bilateral FDI agreement has 
a strong effect in RET estimates (with an average en-
hancement effect of 19.96 per cent). The same results 
suggest a positive relationship between schooling 

Table 4:  Robustness check: Alternative estimates of the de-
terminants of FDI stock

(7) (8)
VARIABLES Random 

Effect Tobit
Poisson 

PPML
Log of GDP in source c. (-1) 0.494*** 0.087***

[5.46] [3.01]
Log of GDP in host. c. (-1) 0.591*** 0.102***

[7.59] [3.53]
Log of diff. in GDPc (-1) 0.112 0.242***

[1.22] [6.79]
Log of distance -1.506*** -0.303***

[-8.35] [-6.13]
Same country 0.892 0.059

[1.29] [0.41]
WTO membership 0.227** 0.124**

[2.26] [1.98]
Bilateral FDI agreement 0.249* 0.182**

[1.95] [2.16]
Log of bilateral exports (-1) 0.217*** 0.097***

[6.27] [5.18]
Log of Schooling 0.574*** -0.090

[4.59] [-1.49]
Log of Transition progress 5.923*** 1.064**

[8.13] [2.52]
Log of Corruption perc. index -1.276*** -0.364**

[-5.02] [-2.57]
Log of Control of corruption -0.040 0.369*

[-0.13] [1.80]
Log of Regulatory quality 1.064*** -0.115

[2.58] [-0.46]
Log of Government effectiveness -0.157 -0.251

[-0.44] [-1.24]
Log of Political risk -0.083 -0.047

[-0.48] [-0.47]
Log of Voice and accountability. 0.560 0.393

[1.04] [1.40]
Log of Rule of law -0.161 -0.022

[-0.53] [-0.12]
Log of Corruption perc. index*d 1.928*** 0.826**

[3.02] [2.14]
Log of Transition progress*d -5.854*** -1.666**

[-5.05] [-2.13]
Log of Control of corruption *d 1.344** -0.265

[2.56] [-0.85]
Log of Regulatory quality*d -1.112 -0.091

[-1.64] [-0.21]
Log of Government eff.*d 0.052 0.587**

[0.10] [1.98]
Log of Political risk.*d 0.578 0.172

[1.55] [0.90]
Log of Voice and acc.*d -2.780*** -0.913**

[-3.74] [-2.18]
SEE-Dummy 25.628*** 6.671***

[8.02] [3.84]
Constant -25.822*** -7.25

[-9.55] [-4.62]
Ramsey-reset test (p-value) 5.79 2.21
Cons_1 -5.941***

[-5.03]
Cons_2 -2.640***

[-14.21]
Prob> chi2 (Wald chi - square); 
Log-likelihood

0.000 0.000

Observations 1,932 1,932
Number of groups 203 203

Notes: Dependent variable is log bilateral FDI stock. z-statistics in 
brackets, ***, ** and * indicate significance of coefficients at 1, 5 
and 10 per cent, respectively.
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and FDI. The estimated elasticity of schooling in the 
RET estimates is 0.012, indicating that a 10 per cent in-
crease in tertiary school enrolment will increase bilat-
eral FDI stock, from OECD-20 to SEE-5 and EU-NMS-10 
countries, on average, by 0.1 per cent, ceteris paribus. 
This result supports efficiency-seeking considerations, 
that foreign investors are likely to locate their invest-
ments in countries with high potentials for efficient 
human resources and a well-educated labor force. 

The estimated elasticity of the regulatory quality 
index for EU-NMS-10 countries is 1.064 (1.064-1.112*0) 
which is significant at a 1 per cent level of signifi-
cance. For SEE-5 countries it is -0.048 per cent (1.064-
1.112*1). The difference of 1.112% less for SEE-5 coun-
tries is statistically insignificant. However, the index 
of regulatory quality for EU-NMS-10 countries above 
1 indicates that the sensitivity of foreign investments 
coming from OECD-20 countries with respect to reg-
ulatory quality index developments in EU-NMS-10 
countries is relatively high. The results indicate that a 1 
per cent increase in regulatory quality index is associ-
ated with a 1.06 per cent increase of FDI stock in EU-
NMS-10 countries, ceteris paribus. This result suggests 
that sound regulation policies that promote private 
sector developments in EU-NMS-10 countries contrib-
ute to the accumulation of inward stock of FDI.

4.1.3  Discussion of results from dynamic  
      panel models

In this section we use the generalized method of mo-
ments (GMM) estimator proposed by Arrellano-Bond 
(1991) and Arrellano-Bover (1995)/Blundell-Bond 
(1998) and suggested by Roodman (2006). In all cases 
the dependent variables, gross domestic product for 
host and source country and bilateral exports, are en-
dogenous and other explanatory variables are treated 
as exogenous. We use the institutional-related vari-
ables as instrumental variables for the endogenous 
variables, in order to overcome the endogeneity prob-
lem. Following Roodman (2006), we exclude distance 
and dummy variables like: smctry, bilateral FDI agree-
ment and WTO membership, since using all of the ex-
planatory variables used in LSDV estimates increases 
the number of instruments, thus overfitting the en-
dogenous variable (Roodman 2006). 

In particularly, we use the system GMM estimates 
and report robust two - step GMM estimates which 
provides standard errors that are robust to hetero-
scedasticity and serial correlation (Roodman 2006). 
We address the downward bias of standard errors in a 
two-step GMM by using the proposed correction term 
by Windmeijer (2005), which is implemented by the 
xtabond2 Stata command. 

Table 5:  Robustness check: System GMM results

(9) (10)
VARIABLES System 

GMM
System 
GMM

Log of lagged dependent variable (-1) 0.911*** 0.657***
[9.59] [5.86]

Log of GDP in source country -0.010 0.138
[-0.06] [0.46]

Log of GDP in host country -0.121 -0.146
[-0.34] [-0.18]

Log of difference in GDP per capita 0.081 0.126
[0.71] [0.27]

Log of bilateral exports 0.104 0.279
[0.65] [1.04]

Log of schooling 0.142 1.354
[0.60] [1.10]

Log of transition progress 1.519 8.577
[0.55] [1.40]

Log of corruption perception index -0.068 2.874
[-0.09] [1.01]

Log of control of corruption -0.163 -0.944
[-0.20] [-0.80]

Log of regulatory quality -0.569 -2.912
[-0.33] [-0.74]

Log of government effectiveness -0.662 -1.989
[-0.87] [-0.82]

Log of political risk -0.040 -0.320
[-0.21] [-0.74]

Log of voice and accountability 1.276 -0.069
[0.93] [-0.02]

Log of rule of law -0.243 -1.212
[-0.88] [-1.42]

Log of corruption perception index*d 0.006 2.417
[0.01] [0.48]

Log of transition progress*d 0.090 -4.823
[0.07] [-0.88]

Log of control of corruption*d 0.666 0.283
[1.17] [0.15]

Log of regulatory quality*d 0.323 1.743
[0.44] [0.62]

Log of government effectiveness*d 0.293 1.378
[1.10] [0.49]

Log of political risk*d -1.532 -0.010
[-1.32] [-0.01]

Log of voice and accountability 0.237 -0.048
[0.19] [-0.01]

Log of rule of law 0.911*** 0.190
[9.59] [0.99]

Constant -3.589 1.491
[-0.81] [0.38]

Observations 1,687 1,687
Number of groups 194 194
Arellano-Bond test for AR(1) 0.000 0.000
Arellano-Bond test for AR(2) 0.958 0.605
Number of instruments 45 45
Wald statistics, p value 0.000 0.000
Sargan test of overid. restrict, p value 0.458 0.560

Notes:  Dependent variable is log bilateral FDI stock. z-statistics 
in brackets, ***, ** and * indicate significance of coefficients at 1, 
5 and 10 per cent, respectively. Internal instruments are used for 
endogenous variables. Lag limits are 2/3 for the lagged dependent 
variable and 3/4 for endogenous regressors. The collapse option is 
always used. Year dummies are included but not shown. Column 
(10) shows the results with transformed dependent variable cap-
turing the zero and negative observations in the matrix of the 
dependent variable. Lag limits are 2/3 for the lagged dependent 
variable and 3/4 for endogenous regressors.
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The disadvantage of the system GMM is related 
to its causing the fast growth of the count of instru-
ments with time dimensions, resulting in the overfit 
of the endogenous variable and the failure to remove 
the endogenous component (Roodman 2008). The 
presence of the endogenous component potentially 
can weaken the Sargan/Hansen statistics of over-
identifying restrictions (Bowscher 2002). We use in-
ternal instruments for the lagged dependent variable 
to avoid the difficulty of finding valid external instru-
ments. To deal with the instruments explosion, follow-
ing Roodman (2008) we consider the lag limit of the 
dependent variable and other endogenous regressors 
and collapse the instruments. 

The p-value of 0.00 of the Wald test in all specifica-
tions suggests rejection of the null hypothesis that the 
independent variables are jointly zero. The estimates 
from the robust system GMM are confirming the theo-
retically expected results. According to the results the 
estimated coefficient of the lagged dependent varia-
ble is positive and significant, suggesting that bilateral 
FDI stock is subject to persistence effects. The results 
confirm that the increase of the agglomeration effect 
of FDI by 10 per cent results in an increase of current 
FDI stock into host SEE-5 and EU-NMS-10 countries by 
9.1 per cent, ceteris paribus (column 9). 

The fact that some of the significant explanatory 
variables reported in the static panel models become 
insignificant in the GMM specification, with the excep-
tion of the lagged dependent variable, suggest that 
some of the explanatory power of the lagged depend-
ent variable is being falsely attributed to the other 
variables in static specification. Therefore, the empiri-
cal findings of the model imply that there exist some 
omitted dynamics in the static panel models, thus 
confirming that the empirical findings related to de-
terminants of FDI in transition economies, using static 

panel models, should be accepted with caution.

5	 CALCULATING POTENTIAL INWARD FDI 
STOCK IN MACEDONIA

To calculate the actual and potential bilateral FDI 
stock in Macedonia, we have considered the coef-
ficients from robust LSDV estimates, accounting for 
the LSDV results without interaction terms (column 6, 
Table 3). The potential FDI stocks in Macedonia are cal-
culated using the host country dummy coefficient of 
Macedonia, the source country dummy coefficients of 
different OECD-20 countries and year dummies. 

The calculations of FDI potentials in Macedonia are 
considered for the period 2007-2015. Due to the fact 
that the end period of the data that is used for esti-
mation purposes is 2010, the calculation of FDI po-
tentials are considered up to 2010 based on the data 
provided for the dependent variable, actual FDI stocks 
and other explanatory variables used in model 6. The 
calculation of FDI potentials for the period 2011-2015 
is based on estimated data of bilateral FDI stock and 
other explanatory variables using a 3 year moving av-
erage calculation. In this regard, for the period 2011-
2015, for calculation purposes we have used the year 
dummy of 2010.  

The values of actual and potential bilateral FDI 
stocks in Macedonia from the origin OECD-20 coun-
tries in total for the period 2007-2015 are presented in 
Table 6. The results from Table 6 show that, according 
to the Gravity model (model 6), the actual FDI stock 
in Macedonia originating from OECD-20 countries is 
higher than the calculated potential FDI stock8. During 
the observed period, 2007-2010, we detect that actual 
inward FDI stock in Macedonia registered a constant 
increase.

Table 6:  Actual and Potential FDI stock in Macedonia, originating from OECD-20 countries, in total

2007 2008 2009 2010 2011 2012 2013 2014 2015 Average

Actual FDI stock 2,035.2 2,262.7 2,521.5 2,598.3 2,460.8 2,526.9 2,528.6 2,505.4 2,520.3 2,439.7
Difference of act. FDI stock 227.4 258.8 76.7 -137.4 66.0 1.7 -23.2 14.8 
Percentage change of act FDI 11.1 11.4 3.0 -5.2 2.6 0.1 -0.9 0.6
Potential FDI stock 1,281.4 1,729.7 1,385.7 1,802.1 1,799.7 1,793.0 1,809.0 1,803.6 1,803.1 1,689.7
Difference of pot. FDI stock 448.2 -344.0 416.3 -2.4 -6.6 15.9 -5.4 -0.4
Percentage change of pot FDI 34.9 -19.8 30.0 -0.1 -0.3 0.8 -0.3 -0.0
Ratio (Actual over Potential) 1.6 1.3 1.8 1.4 1.4 1.4 1.4 1.4 1.4 1,4
Difference (Actual-Potential) 753.8 532.9 1,135.8 796.2 661.1 733.8 719.7 701.9 717.2 750.3 
Percentage change (act-pot) 58.8 30.8 82.0 44.2 36.7 40.9 39.8 38.9 39.8 45.7 

Notes: The data on actual and potential FDI stock in Macedonia are presented in total, in millions of US dollars. Actual and 
potential FDI stocks are summed up for each individual source OECD-20 country.

Source:  own calculation, using estimations from gravity model (6)
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Analyzing by years after 2010, we observe that 
actual FDI stock, in total, recorded an increasing rate 
with decreasing tendency9, possibly due to global 
economic and financial turmoil, which clearly reduced 
the capabilities of Macedonia’s economy to attract 
more FDI. This argument is reflected in the fact that 
from 2010 to 2011, the rate of total inward FDI stock 
in Macedonia originating from developed OECD-20 
countries decreased by 5.2 per cent. 

From 2007 to 2015, the total inward FDI stock in 

Macedonia, on average, was realized approximately 
45.7 per cent higher than the level predicted by the 
gravity model. This difference is relatively smaller in 
2011, around 36.7 per cent, and much larger in 2009, 
around 82 per cent. As shown in Table 6, the ratio of 
actual to potential FDI stock is higher than 1 for the 
whole observed period, 2007-2015, confirming the 
fact that the actual FDI stock in Macedonia originating 
from OECD-20 countries, in total, was higher than the 
potential FDI stock predicted by the model (figure 1).

Table 7:  FDI actual in Macedonia in the period 2007-2015, by country of origin (in millions of US dollars)

2007 2008 2009 2010 2011 2012 2013 2014 2015 Average %

Austria 289.0 273.4 465.6 522.3 420.4 470.7 453.5 453.6 464.5 423.7 17.3
Belgium 38.9 2.0 2.0 2.0 1.6 1.6 1.6 1.6 1.6 5.9 0.2
Canada 3.4 4.4 4.1 5.5 4.7 4.7 4.9 4.8 4.8 4.6 0.2
Denmark 1.0 2.0 2.0 2.4 2.1 2.2 2.2 2.2 2.2 2.0 0.1
Finland 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0
France 12.1 18.1 37.7 173.0 76.3 95.7 115.0 95.7 102.1 80.6 3.3
Germany 98.6 92.2 89.3 95.5 92.3 92.4 93.3 92.7 92.8 93.2 3.8
Greece 622.8 599.7 527.7 515.7 547.7 530.4 531.2 536.4 532.7 549.4 22.5
Ireland 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0
Israel 6.3 5.8 5.7 5.8 5.8 5.8 5.8 5.8 5.7 5.8 0.2
Italy 53.4 77.3 80.5 78.2 78.7 78.7 78.6 78.8 8.8 75.9 3.1
Netherland 494.8 606.2 754.2 735.5 698.6 729.5 721.1 716.4 722.3 686.5 28.1
Norway 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0
Portugal 2.6 3.2 2.3 2.1 2.5 2.3 2.2 2.4 2.3 2.4 0.1
Spain 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0
Switzerland 245.1 283.0 289.7 198.9 257.2 248.6 234.9 246.9 243.5 249.8 10.2
Sweden 4.0 4.2 5.1 6.8 5.4 5.8 6.0 5.7 5.8 5.4 0.2
Turkey 51.3 60.6 71.3 64.1 65.3 66.9 65.4 65.9 66.1 64.1 2.6
UK 92.5 159.8 110.5 137.0 135.8 127.8 133.5 132.4 131.2 128.9 5.3
USA 52.7 67.4 69.9 49.7 62.3 60.7 57.6 60.2 59.4 60.0 2.5
Total 2072.2 2263.3 2521.7 2598.7 2460.8 2527.7 2511.4 2505.4 2520.3 2442.4 100.0 

Notes:  Actual FDI stock data is the inward FDI stock in Macedonia from OECD-20 countries: FDI/TNC database, based on 
data from the National Bank of the Republic of Macedonia.
Source:  National Bank of Republic of Macedonia.

Figure 1:   Ratio of actual-to-potential level of Macedonia’s inward FDI-stock for the period 2007-2015, in total

	            Source:  OECD, 2014; own calculation
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The data on actual FDI stock presented in Table 7 
confirm that the highest level of inward FDI stock in 
Macedonia, between the period 2007-2015, on aver-
age, was recorded from countries relatively close to 
Macedonia: Netherland (28 per cent), Greece (22.6 per 
cent), Austria (17.3 per cent) and Switzerland (10.3 per 
cent).

The data on potential FDI stock, confirm that dur-
ing the observed period 2007-2015, the highest level 
of potential FDI stock in Macedonia, is recorded from 
Italy (18.5 per cent), Turkey (10.6 per cent), Greece (9.4 
per cent) and Germany (8.7 per cent).

In other words, the data confirm that relatively 
more distant OECD countries recorded less actual FDI 
stock and high potentials of FDI stock in Macedonia, 
once again confirming that actual FDI stock in 
Macedonia is significantly determined from gravita-
tional attraction.  

The comparison of actual and potential bilateral 
FDI stocks is presented in Table 9. Observing by in-
dividual OECD-20 origin countries of FDI, the data 

confirm the relatively strong gravitational character of 
Macedonian inward FDI stock, as outlined by the in-
dicator of actual to potential FDI stock in Macedonia 
in Table 9. The comparisons show that based on the 
gravity model (model 6), the realized level of FDI stock 
is over potential during the years from 2007 to 2015 
for some of the OECD-20 countries, such as Austria, 
Greece, Netherland and Switzerland (see Table 9).

In general, the main factors that contribute the 
most to closing the gap between potential and real-
ized FDI stock for countries that show a high realiza-
tion degree of FDI stock in Macedonia are the gravity-
related factor of distance and other gravity- related 
factors proxying for GDP and GDP per capita in the 
source countries. This judgment is supported by the 
fact that less distant countries to Macedonia that are 
economically well developed possess relatively large 
market sizes: Greece, Austria, Switzerland and the 
Netherland have shown high realization levels of FDI 
stocks in Macedonia. 

Table 8:  FDI potentials in Macedonia in the period 2007-2015, by country of origin (in millions of US dollars)

2007 2008 2009 2010 2011 2012 2013 2014 2015 Average %

Austria 59.6 76.5 70.8 84.2 80.1 81.0 81.9 81.0 81.3 77.4 4.6
Belgium 38.9 50.5 43.6 52.2 51.2 50.7 51.4 51.1 51.1 48.9 2.9
Canada 29.7 36.3 34.8 37.9 36.4 36.4 36.9 36.6 36.6 35.7 2.1
Denmark 41.8 50.7 52.0 53.4 52.6 52.5 52.7 52.4 52.5 51.1 3.0
Finland 38.8 46.6 46.7 9.2 34.2 30.0 24.5 29.5 28.0 31.7 1.9
France 63.5 85.3 79.1 94.6 90.0 90.9 92.0 91.0 91.4 86.4 5.1
Germany 105.9 148.2 96.6 169.4 159.5 162.0 164.2 162.0 162.9 147.8 8.7
Greece 112.6 159.0 103.6 182.6 171.8 173.8 176.5 174.2 175.0 158.8 9.4
Ireland 38.9 45.4 44.6 50.0 47.9 48.2 48.8 48.3 48.4 46.7 2.8
Israel 27.7 34.7 34.8 37.9 35.9 36.2 36.7 36.2 36.4 35.1 2.1
Italy 214.0 314.0 194.5 360.2 339.8 344.3 349.2 344.8 346.4 311.9 18.5
Netherland 76.8 103.2 82.7 113.1 108.3 109.3 110.5 109.4 109.8 102.5 6.1
Norway 35.8 43.8 44.1 46.8 45.0 45.3 45.7 45.3 45.5 44.1 2.6
Portugal 35.3 42.4 40.6 45.2 43.2 43.4 44.0 43.5 43.6 42.4 2.5
Spain 44.9 62.4 51.2 65.8 64.2 63.8 64.7 64.2 64.3 60.6 3.6
Sweden 39.2 47.3 44.8 49.1 47.6 47.6 48.1 47.8 47.8 46.6 2.8
Switzerland 39.7 50.1 48.2 56.8 52.9 53.8 54.6 53.8 54.1 51.5 3.1
Turkey 136.1 197.5 159.1 156.0 202.3 188.5 189.8 195.5 191.7 179.6 10.6
UK 55.9 78.3 61.8 79.7 78.9 78.3 79.2 78.8 78.8 74.4 4.4
USA 46.4 57.7 52.1 58.1 57.9 57.0 57.8 57.6 57.5 55.8 3.3
Total 1,281.4 1,729.7 1,385.7 1,802.1 1,799.7 1,793.0 1,809.0 1,803.6 1,803.1 1,689.7 100.0 

Notes:  The data on potential FDI stock are calculated using the estimations from model 6.
Source: own calculation. Data on FDI potentials for the period 2011-2015 are based on estimated data
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Figure 2 presents the ratios of realized to potential 
FDI for selected years. The ratio of actual to potential 
FDI below 1 shows that Macedonia received less FDI 
than is predicted by the model. Also, there exists more 
scope for receiving new FDI. The ratio of actual to po-
tential FDI above 1 shows that it has received more 
FDI than potentially expected. 

Regarding the selection of explanatory variables 
in the model (GDP, GDP per capita, distance, same 

country, bilateral FDI agreement, WTO membership, 
bilateral exports, corruption perception index, school-
ing, transition progress and governance indicators), it 
can be said that the Macedonian capacity to induce 
economic growth and structural reforms, and contin-
ue with institutional reforms, will appear as the critical 
factors in attracting more FDI in the future.

Table 9:  Actual to potentials FDI in Macedonia in the period 2007-2015, by country of origin

2007 2008 2009 2010 2011 2012 2013 2014 2015

Austria 4.9 3.6 6.6 6.2 5.2 5.8 5.5 5.6 5.7
Belgium 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Canada 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Denmark 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Finland 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
France 0.2 0.2 0.5 1.8 0.8 1.1 1.3 1.1 1.1
Germany 0.9 0.6 0.9 0.6 0.6 0.6 0.6 0.6 0.6
Greece 5.5 3.8 5.1 2.8 3.2 3.1 3.0 3.1 3.0
Ireland 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Israel 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Italy 0.2 0.2 0.4 0.2 0.2 0.2 0.2 0.2 0.2
Netherland 6.4 5.9 9.1 6.5 6.5 6.7 6.5 6.5 6.6
Norway 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Portugal 0.1 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.1
Spain 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Sweden 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Switzerland 6.2 5.7 6.0 3.5 4.9 4.6 4.3 4.6 4.5
Turkey 0.4 0.3 0.4 0.4 0.3 0.4 0.3 0.3 0.3
UK 1.7 2.0 1.8 1.7 1.7 1.6 1.7 1.7 1.7
USA 1.1 1.2 1.3 0.9 1.1 1.1 1.0 1.0 1.0

Source:  own calculation.

Figure 2:  Ratio of potential-to-realized level of Macedonian inward FDI-stock between the years 2007and 2015,  
by country of origin

	               Source:  OECD, 2014; own calculation
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CONCLUSIONS
This paper has identified significant institutional 

determinants ofFDI stocks into host countries of SEE-
5 and EU-NMS-10, and highlighted theimplications of 
different institutional factors for FDI stocks. Using an 
augmented Gravity Model, we focused the research 
mainly on the importance of gravity and institutional 
factors as primary determinants of FDI in host coun-
tries. As expected, all of these determinants play an 
important role in determining a firm’s foreign market 
entry decision. Moreover, host country institutional-
related factors appeared to significantly determine bi-
lateral FDI stock from the OECD-20 countries. The es-
timates show that gravity factors like market size and 
income level-related variables are important determi-
nants of FDI. The negative and significant coefficient 
of distance indicates that, as expected, FDI is deter-
mined by gravity factors. Moreover, the study confirms 
that a foreign investor’s motives toward SEE-5 and EU-
NMS-10 are driven by market seeking considerations. 

Based on a panel data analysis we have found that 
FDI stocks into SEE-5 and EU-NMS-10 countries are sig-
nificantly influenced by both gravity factors (distance, 
GDP in host country, GDP in source country, cultural, 
language and border similarities) and non-gravity fac-
tors (bilateral exports, schooling, transition progress 
CPI index, control of corruption, regulatory quality, 
WTO membership and bilateral FDI agreement). The 
positive and significant coefficients of market size fac-
tors (GDP) for both source and host country indicates 
that FDI is determined by host and source country 
market seeking considerations. Also, the positive and 
significant coefficients of schooling are a signal that 
foreign investors are considering efficiency - seeking 
considerations for positive FDI decisions. 

The results of the study confirm the importance 
of institutions for FDI stocks in SEE-5 and EU-NMS-10 
countries. The LSDV estimates predict that bilateral 
FDI stock between SEE-5 and EU-NMS-10 countries 
vary with respect to development in transition pro-
gress, CPI index and control of corruption. The robust-
ness check estimates, using RET results, based on a 
transformed dependent variable, confirm the impor-
tance of institutional-related factors for the size of 
bilateral FDI stock. These estimates suggest that bi-
lateral FDI stock into SEE-5 and EU-NMS-10 countries 
is also determined by host country WTO membership 
and bilateral FDI agreement. Also, the findings from 
RET estimates confirm that the size of inward FDI stock 
between SEE-5 and EU-NMS-10 countries vary with 
respect to regulatory quality index, i.e., perceptions of 
SEE-5 and EU-NMS-10 countries’ governments’ ability 
to promote private sector development.

The estimated values of potential FDI in Macedonia 

reveal that a further increase in inward FDI can be 
achieved only upon realization of further economic 
growth and better improvement of transition and in-
stitutional specific factors. Therefore, Macedonia’s in-
stitutions should be focused on creating conditions 
for sustainable economic growth, thus reducing the 
gap between the actual level of FDI in Macedonia and 
its potential level from source OECD-20 countries.

The findings of the study can provide an analytical 
foundation for the evaluation of country policies and 
institutions aimed at making SEE-5 and EU-NMS-10 
countries more attractive to foreign investors. The 
findings also suggest that strong emphasis should be 
placed by host country policy makers in improving 
the efficiency of government institutions, controlling 
corruption and bureaucracy and improving general 
economic conditions. These should also help policy 
makers in designing strategies for attracting more FDI.
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(Endnotes)

1	 The explanatory variables considered in this paper 
are similar to another paper which has been pub-
lished in the Economic and Business Review (EBR), 
Vol 17(1), 2015; Faculty of Economics, University of 
Ljubljana. However, this paper differs significantly 
from the other one in terms of the considered 
sample size, literature review section and econo-
metric methodologies. The dependent variable is: 
Bilateral FDI stock from OECD-20 countries to SEE-5 
and EU-NMS-10 countries, whereas the dependent 
variable in the EBR paper is: Bilateral FDI stock from 
EU-14 countries to SEE-5 and EU-NMS-10 countries. 
Using the estimated LSDV coefficients, this paper 
also contributes to calculating FDI potentials in 
Macedonia, from origin OECD-20 countries.  

2	 Description of the variables used in the empirical 
model is given in appendix1. Descriptive statistics 
of the variables employed in the model is given 
in appendix 2. Correlation matrix of the variables 
used in the model is given in appendix 3.

3	 To avoid this problem we transform the FDI stock 
variable. To account for possible zero and negative 
observations, we have transformed the depend-
ent variable by treating the negative observations 
of bilateral FDI data as zero values. A transformed 
dependent variable is used in robustness check 
estimates: i.e Random Effect Tobit Estimates and 
Poisson - Pseudo Maximum Likelihood Estimates. 

4	 With aggregate data, at country level, there is more 
reason to focus on bilateral differences in compara-
tive advantages and tastes (reflected by the abso-
lute differences in GDP per capita) to explain ag-
gregate bilateral FDI between different countries, 
with respect to income level. This is a reflection 
that all countries possess comparative advantages 
or preferences for something.

5	 The source of this variable is http://www.geobytes.
com.

6	 System GMM is more persistent than difference 
GMM particularly with a higher persistence of the 
dependent variable and a lower time dimension 
(Blundell and Bond, 1998), The improvement in ef-
ficiency is enhanced by the ability of system GMM 
to use more information by generating more in-
struments not only for the lagged dependent vari-
able, but for other regressors as well, which might 
themselves exhibit high inertia.

7	 The formula to compute this effect is ( ) 1001 ×−ibe , 

where ib is the estimated coefficient

8	 Potential FDI-stock is obtained as the value which 
would prevail if the entire Macedonian inward FDI 
would be determined by variables and parameters 
estimated by the model (Nilsson, 2000; Fidrmuc 
and Fidrmuc, 2003; Derado, 2013)

9	 The increasing rate of inward FDI stock in 
Macedonia, in total from 2010 to 2011 although 
is positive (3.04 per cent), this rate of increase is 
low in comparison to the registered increase of in-
ward FDI stock in Macedonia, from 2007 to 2008, 
and from 2008 to 2009, by 11.1 and 11.1 per cent, 
respectively.
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APPENDIX 1:   Description of variables used in the model and data sources.

Variable 
name Measurement unit Source

lnfdiijt Outward FDI stock from source country: FDI stock from source country to host 
country at current year, in millions of US dollars

OECD

lngdpi,t GDP in source country, millions of US dollars UNCTAD

lngdpj,t GDP in host country, millions of US dollars UNCTAD

lndifgdpcij,t Difference in GDP per capita between source country and host country, in PPP 
(constant 2005 international$), in logarithm

World Bank

lndij Distance in kilometers between capital cities of host and source countries, in 
logarithm

www.geobytes.com

smctry
Dummy variables that take value one when two countries share a border, a lan-
guage or were the same country in the past, correspondingly and zero otherwise

CEPII

lbexijt-1 Bilateral exports from country j to country i. In millions of US dollars OECD

wtojt World Trade Organization membership of host country. Dummy variable = 1 at 
the time of host country accession into WTO at year t, 0 otherwise

UNCTAD

bfdiaij Bilateral Investment agreement. Dummy variable = 1, denoting the year of entry 
into force of bilateral investment agreement, at the time afterward, 0 otherwise UNCTAD

lnschjt School enrollment, tertiary (% gross) World Bank

Ltransjt Log of transition progress. The sum of the indexes of overall infrastructure re-
forms, banking reforms, trade and foreign exchange rate reforms and the index 
of the securities and non – bank financial institutions

EBRD

Lcpijt Log of corruption perception index, range 0 - 10 Transparency 
International

lnccjt Control of corruption in host country, in per centile rank, in logarithm World Bank. WGI

lnrqjt Regulatory Quality in host country, in per centile rank, in logarithm World Bank. WGI

Lgovjt Government effectiveness, in per centile rank, in logarithm World Bank. WGI

lnrljt Rule of law in host country, in per centile rank, in logarithm World Bank. WGI

Lpsjt Political risk, in per centile rank, in logarithm World Bank. WGI

lnvajt Voice and accountability in host country, in per centile rank, in logarithm World Bank. WGI

SEE-dummy SEE-5 equal 1 for SEE-5 countries; 0 - otherwise, capturing the benchmark cat-
egory of EU-NMS-10 countries

Own knowledge
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APPENDIX 2:  Descriptive statistics of the estimated coefficients 

Variable Obs Mean Std.Dev. Min Max

Log of FDI 2306 5.09 2.58 -4.71 11.57

Log of FDI(transformed) 2306 5.14 2.46 0.00 11.57

Log of GDP in source country 5100 13.10 1.20 10.93 16.53

Log of GDP in host country 5100 10.10 1.21 7.57 13.18

Log of difference in GDP per capita 5100 9.91 0.78 3.23 11.42

Log of distance 5100 7.39 0.70 5.48 9.11

Language, border and cultural similarities 5100 0.02 0.14 0.00 1.00

WTO membership 5100 0.68 0.47 0.00 1.00

Bilateral FDI agreement 5100 0.80 0.40 0.00 1.00

Log of bilateral exports 4413 4.42 2.62 -12.43 12.26

Log of schooling 5080 3.66 0.45 2.33 4.50

Log of transition progress 4760 3.31 0.23 2.30 3.57

Log of Consumer Price Index 5100 1.33 0.30 0.69 1.90

Log of control of corruption 5100 3.90 0.49 1.92 4.46

Log of regulatory quality 5100 4.12 0.37 2.87 4.52

Log of government effectiveness 5100 3.97 0.51 1.92 4.44

Log of political risk 5100 3.92 0.53 1.35 4.49

Log of voice and accountability 5100 4.12 0.33 2.49 4.49

Log of rule of law 5100 3.91 0.49 2.21 4.46

Log of Consumer Price Index*see dummy 5100 0.35 0.51 0.00 1.48

Log of transition progress*see dummy 4760 1.12 1.51 0.00 3.47

Log of control of corruption*see dummy 5100 1.15 1.66 0.00 4.15

Log of regulatory quality*see dummy 5100 1.24 1.76 0.00 4.25

Log of government effectiveness*see dummy 5100 1.16 1.67 0.00 4.27

Log of political risk*see dummy 5100 1.11 1.60 0.00 4.22

Log of voice and accountability*see dummy 5100 1.26 1.79 0.00 4.23

Log of rule of law*see dummy 5100 1.24 1.76 0.00 4.25

SEE-dummy 5100 0.33 0.47 0.00 1
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APPENDIX 3:  Correlation matrix between variables employed in the model 

LFDI LGDP_S LGDP_H LDIFG~Ca LDISTW SMCTRY WTO BFDIA LBEX_1 LSCH LTP LCPI LCC_pr LRQ_pr

LFDI 1.0
LGDP_S 0.2 1.0
LGDP_H 0.5 0.0 1.0
LDIFGDPC 0.3 0.2 0.0 1.0
LDISTW -0.3 0.4 0.1 0.0 1.0
SMCTRY 0.2 -0.2 0.0 0.0 -0.4 1.0
WTO 0.2 0.0 0.3 -0.1 0.1 -0.1 1.0
BFDIA 0.1 0.0 0.2 0.1 0.1 -0.1 0.2 1.0
LBEX_1 0.7 0.3 0.6 0.0 -0.3 0.1 0.2 0.0 1.0
LSCH 0.2 0.0 0.3 0.0 0.0 -0.1 0.4 0.2 0.3 1.0
LTP 0.4 0.0 0.5 0.0 0.0 0.0 0.6 0.4 0.4 0.6 1.0
LCPI 0.1 0.0 0.2 -0.1 -0.1 0.0 0.3 0.1 0.3 0.6 0.7 1.0
LCC_pr 0.2 -0.1 0.3 -0.1 0.0 0.0 0.4 0.1 0.4 0.6 0.7 0.9 1.0
LRQ_pr 0.2 0.0 0.2 -0.1 0.0 0.0 0.5 0.1 0.3 0.6 0.8 0.8 0.8 1.0
LGOV_pr 0.2 -0.1 0.2 -0.1 -0.1 0.1 0.4 0.1 0.3 0.5 0.8 0.8 0.8 0.8
LPS_pr 0.2 -0.1 0.3 -0.1 0.0 0.1 0.5 0.0 0.4 0.4 0.7 0.7 0.8 0.8
LVA_pr 0.2 -0.1 0.3 -0.1 0.0 0.0 0.4 0.1 0.4 0.5 0.7 0.8 0.9 0.9
LRL_pr 0.2 -0.1 0.3 -0.1 0.0 0.0 0.4 0.1 0.4 0.6 0.7 0.8 0.9 0.9
LCPIS -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.4 0.0 -0.3 -0.4 -0.5 -0.5 -0.5 -0.6
LTPS -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.5 -0.1 -0.4 -0.4 -0.5 -0.5 -0.6 -0.7
LCC_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.5 0.0 -0.4 -0.4 -0.5 -0.5 -0.5 -0.7
LRQ_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.4 -0.1 -0.4 -0.4 -0.5 -0.5 -0.6 -0.7
LGOV_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.4 -0.1 -0.4 -0.4 -0.5 -0.5 -0.5 -0.7
LPS_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.4 -0.1 -0.4 -0.4 -0.5 -0.5 -0.5 -0.7
LVA_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.5 -0.1 -0.4 -0.4 -0.5 -0.5 -0.6 -0.7
LRL_prs -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.4 -0.1 -0.4 -0.4 -0.5 -0.5 -0.6 -0.7
SEEd -0.2 0.1 -0.3 0.1 -0.1 0.1 -0.5 -0.1 -0.4 -0.4 -0.5 -0.5 -0.6 -0.7

LGOV_ LPS_pr LVA_pr LRL_pr LCPIS LTPS LCC_prs LRQ_prs LGOV_prs LPS_prs LVA_prs LRL_prs SD

LGOV_pr 1.0
LPS_pr 0.8 1.0
LVA_pr 0.8 0.8 1.0
LRL_pr 0.8 0.8 0.9 1.0
LCPIS -0.4 -0.6 -0.7 -0.6 1.0
LTPS -0.5 -0.7 -0.7 -0.6 1.0 1.0
LCC_prs -0.5 -0.6 -0.7 -0.6 1.0 1.0 1.0
LRQ_prs -0.5 -0.7 -0.7 -0.6 1.0 1.0 1.0 1.0
LGOV_p -0.4 -0.6 -0.7 -0.6 1.0 1.0 1.0 1.0 1.0
LPS_prs -0.5 -0.6 -0.7 -0.6 1.0 1.0 1.0 1.0 1.0 1.0
LVA_prs -0.5 -0.7 -0.7 -0.6 1.0 1.0 1.0 1.0 1.0 1.0 1.0
LRL_prs -0.5 -0.7 -0.7 -0.6 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
SEEd -0.5 -0.7 -0.7 -0.7 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
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Since the 1970s and the outbreak of neo-liberal 
economic thought induced by globalisation, the tax 
policies of developed countries have mostly been 
tailored to respond to changes in macroeconomic 
government. Thus, in developed countries (mostly 
those of the European Union (hereafter: EU) and OECD 
members), tax policy has aimed at fulfilling the fol-
lowing objectives: shifting taxation away from labour 
towards consumption, broadening the income and 
consumption tax base, reducing the number and the 
size of income tax rates (personal income tax (here-
after: PIT) and corporate income tax (hereafter: CIT)), 
and improving tax compliance. These objectives are 
also more recent suggestions and recommendations 
from the OECD (2010) and the European Commission 
(Garnier et al. 2013). With the outbreak of the global 

financial crisis (hereafter: GFC) in 2008-2009, which 
brought the more profound problems of budget defi-
cits (EUROSTAT 2013), the suggestions and recom-
mendations for all EU members (i.e., developed and 
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Abstract

This research is based on tax policy opinion survey data collected in Bosnia and Herzegovina (B&H) among 
tax experts. A special focus of the survey was to investigate the consequences of the different institutional 
environments that exist between the two entities of the country. After having reviewed all previous tax re-
forms in B&H, the most interesting results suggest that respondents agree on the introduction of a progres-
sive personal income tax (PIT) and excise duty on luxury products, the maintenance of personal and family 
allowances and the maintenance of the current value added tax (VAT) and corporate income tax (CIT) rates. 
However, differences exist in the respondents’ perceptions about the introduction of reduced VAT rates, the 
regressivity of the VAT, and giving priority to the equity principle over the efficiency principle in taxation. 
Probability modelling highlighted these differences and indicated inconsistencies in the definition of the PIT 
tax base, namely the comprehensiveness of the PIT base under the S-H-S definition of income.
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transition countries) have become more significant. 
For transition countries, these problems are more se-
rious. For example, Kapopoulos and Lazereton (2011) 
analyse fiscal policy stance and debt sustainability in 
South-Eastern European countries with the outbreak 
of GFC in 2008-2009, indicating the problem of grow-
ing budget deficits (and public debt). 

 As a small transition country, B&H is facing similar 
problems. Hence, in this paper we use a survey in or-
der to establish whether there is a (dis)content with 
the current tax policy in B&H and if there is room for 
improvement. A questionnaire-based survey was 
conducted in two B&H entities with the aim of de-
termining public and expert attitudes and opinions 
towards tax reforms in a small, war-torn transition 
country - B&H. Similar opinion-based surveys regard-
ing tax reforms have already been conducted in the 
USA in three rounds in 1934, 1994, and 2013 (Slemrod 
1995, Lim, Slemrod and Wilking 2013, DeGroat 2013) 
amongst US National Tax Association (NTA) members. 
Thus, in the US, comparisons to prior surveys or pos-
sible shifts in attitudes and opinions have been deter-
mined and analysed. In other countries in the world, 
opinion surveys have only recently become a useful 
tool in taxation research. Šimović, Blažić and Štambuk 
(2014, p. 409) provide an overview of general and spe-
cific papers based on tax policy based on opinion sur-
veys worldwide. In transition countries and countries 
in the region, tax-related opinion surveys have been 
rarely applied. Šimović, Blažić and Štambuk (2013, 
2014) present the results of a related tax policy expert 
opinion survey conducted in Croatia based upon the 
US survey. Similarly, Klun (2014) does the same for the 
case of Slovenia. These are the first surveys of this type 
conducted in the countries in the region. Hence, their 
significance is even greater, especially bearing in mind 
that the results from surveys in all three countries will 
be compared in the future. Therefore, in this paper, 
we will analyse results from a survey conducted in a 
B&H entity, namely the FB&H, in terms of the econom-
ic values and views regarding the tax system of B&H. 
Moreover, summarised results from a similar survey 
(Antić 2014) conducted in another B&H entity, namely 
the Republika Srpska (hereafter: RS), will be presented 
and briefly compared to the FB&H results. 

Part two of the paper provides a brief summary of 
tax reforms in B&H since its independence. The third 
part defines the methodology and compares results 
from an analysis regarding status and perspectives of 
tax reforms in two B&H entities, FB&H and RS. The final 
part focuses on a survey conducted in FB&H and pro-
vides suggestions and recommendations. 

1.	 TAX REFORMS IN B&H
Since the fall of Yugoslavia and Bosnian independ-

ence in 1992, B&H has gone through a difficult and 
turbulent period. Therefore, unlike any other transi-
tion country, it has entered the transition process in a 
completely war-torn state, since the war in B&H lasted 
from 1992 until 1995. During the war, B&H suffered 
tremendous human losses and material destruction 
in terms of ruined infrastructure (e.g. GDP fell by 80 
per cent in 1992 compared to 1991, Hadžiahmetović 
2005). However, the difficulties for B&H did not end 
there. With the end of the war, which was marked 
by the undersigning of the General Framework 
Agreement for Peace in Bosnia and Herzegovina, or, 
more commonly, the Dayton Agreement in 1995, B&H 
found itself ‘stranded’ by [through (international) polit-
ical alchemy] a complicated state organisation unlike 
any other country in the world [an symmetric (con)
federation]. Additionally, such state organisation has 
no basis either in the historical development of B&H, 
nor in any economic logic, but only in the war-painted 
front lines and the materialised brutal consequences 
of the war (Kreso and Lazović-Pita 2013).

Hence, with its current ethnic tensions and divid-
ed markets, B&H is presently organised as a two-en-
tity state, with one self-governing administrative unit 
under the sovereignty of B&H. These are the afore-
mentioned entities RS, FB&H, and the Brčko District 
(hereafter: BD) respectively. Kreso (2005) presents the 
current constitutional structure of B&H. The RS Entity 
consists of the entity level and municipalities, whereas 
FB&H has three levels of government (both excluding 
cities): the FB&H entity level, ten cantons and munici-
palities. BD will not be analysed due to the scope of 
the paper. Under such circumstances, fiscal policy in 
B&H is organised in a similar way to fiscally decentral-
ised countries. However, the possible benefits of fiscal 
decentralisation in B&H cannot be determined, pri-
marily due to overlapping authorities. This mainly re-
lates to the number of fiscal institutions without clear 
(legal) competence. In fact, in B&H, there are fourteen 
Ministries of Finance (B&H, FB&H, RS, BD and ten can-
tonal); so, together with tax administration under 
their jurisdictions, this cumbersome public adminis-
tration causes inefficiency and tax evasion measured 
by cumulated (and mostly unrecoverable) tax arrears 
(Indirect Tax Authority 2014, Tax Administration of 
FB&H 2014, Tax Administration of RS 2014).

B&H entered the transition process with a tax 
policy similar to that of Yugoslavia. Tax reforms in 
RS had begun during the war in B&H, i.e. in 1992, 
but were changed very often without a clear aim. In 
FB&H, tax reforms began in 1996 and were mostly 
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small modifications of the former Yugoslav tax system. 
Unfortunately, the Dayton Agreement, as the B&H’s 
Constitution, did not provide any formal grounds in 
terms of organisation of fiscal policy, unlike monetary 
policy (under Currency Board Arrangement). Article 3 
of the Dayton Agreement only mentioned the regula-
tion of the customs policy under B&H’s competence. 
Indirect taxes, direct taxes and social security contri-
butions (hereafter: SSC) were under the entity’s super-
vision at the time. Under such circumstances, there 
were no unified strategies in terms of reforming the 
current situation in public finances. The reforms that 
did happen resulted from the efforts of the interna-
tional community in B&H, namely the Office of the 
High Representative (hereafter: OHR) and internation-
al financial institutions such as the IMF and the World 
Bank. 

Thus, indirect taxes did go through a comprehen-
sive reform under OHR decisions2 in 2003, and indirect 
taxes are currently under the Indirect Tax Authority’s 
(hereafter: ITA) jurisdiction. This means that customs, 
the value added tax (hereafter: VAT), and excise duties 
are unified at the level of B&H. Unification and central-
isation of authorities brought numerous benefits, es-
pecially in terms of greater indirect tax revenues and 
more fiscal discipline. Since the replacement of the 
retail sales tax and the introduction of a broad-based-
single VAT at the rate of 17 per cent, the ITA has been 
collecting all indirect tax revenues, which have had an 
upward trend (except in 2009 compared to 2008 due 
to the GFC, B&H Directorate for Economic Planning 
2012). 

In the field of direct taxes, reforms have been scarce 
and mostly adopted ad hoc. Some reforms have not 
been undertaken yet (e.g. SSC). Together with SSC, 
direct taxes are under the entities’ jurisdiction, which 
causes distortions in terms of the income source and 
residency principles. Additionally, distortions are pre-
sent in terms of the number of tax controls, overlap-
ping authorities and, in turn, the availability of pub-
lic goods (i.e. health, education, etc.). Figure 1 shows 

current the fiscal structure of B&H in terms of the legal 
jurisdiction of each level of government. Figure 2 sum-
marises the main legal changes since 1996 in B&H, as 
well as the legal competence of each level of govern-
ment within B&H. Due to numerous legal changes that 
occurred at different times, we will divide the process 
of B&H tax reforms into two periods: 1995-2006, and 
since 2006. 2006 was chosen as a benchmark year due 
to the fact that, in that year, the retail sales tax was re-
placed with the VAT. This was the biggest tax reform in 
B&H since its independence and was adopted primar-
ily as a decision of the OHR. 

The Decision was adopted in 2003, but it took 
three years for the entire process to become opera-
tional with the introduction of VAT. Moreover, due 
to the complicated tax system in B&H, Figure 2 only 
shows the main legal changes in the main tax types 
(i.e. customs, excise duties, sales tax – VAT, PIT, CIT, and 
SSC) since 1996 as changes in tax rates. Changes in tax 
base, allowances and deductions within each tax type 
are not considered (see below).

Figure 2 shows an array of legal changes in B&H. 
This interpretation relates solely to changes in statu-
tory tax rates without going into details regarding 
changes in the tax base, allowances, deductions, or 
the treatment of specific groups of tax payers. If we 
could highlight two important reforms that occurred 
since 1996, they would be the replacement of Retail 
Sales Tax with the VAT in 2006 and the centralisation 
of indirect taxes (namely, customs and excise duties) 
at the level of B&H. Another important set of reforms 
occurred in 2008 and 2009 in the RS and FB&H re-
spectively, and relates to the application of the ‘flat 
tax’ model at 10 per cent. Under the ‘flat tax’ model, 
we only consider the equalisation of PIT and CIT rates. 
Moreover, other important taxes such as property tax-
es, additional taxes on high income earning individu-
als, etc., were not considered. Figure 2 also shows the 
differences in the responsibilities of the state (B&H), 
entities and other sub-central levels of governments 
and funds. Again, we will not go into detail regarding 

Figure 1:  Fiscal Structures of B&H 

Source:  Autors’ interpretation.
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the allocation of revenues between levels of govern-
ment. We will only note that with the establishment 
of ITA, financing at the state level of B&H improved 
significantly (Kreso 2005). Under such circumstances, 
conducting a US-type survey in B&H is a challenging 
task. Moreover, in almost twenty years of transition 
process, none of B&H tax reforms were adopted as a 
result of economic or fiscal reasons in terms of the sat-
isfaction of tax principles. The tax reforms were mainly 
a result of the aforementioned pressures from the in-
ternational community; therefore, unlike in developed 
countries, reforms in B&H were mostly adopted ad hoc 
and without quantitative justifications in the decision 
making process. This is most visible in the VAT intro-
duction at a rate of 17 per cent or the FB&H PIT reform 
in 2009 with the introduction of the 10 per cent ‘flat 
tax’. The PIT draft law in FB&H had suggested two PIT 
rates of 10 and 15 per cent above a certain threshold, 

but this was not implemented. Therefore, tax reforms 
in B&H are a combination of international suggestions 
and political decisions within B&H rather than thor-
ough economic analysis. Hence, this fact, together 
with a long and inefficient transition process led by 
slow and unfinished privatisation, has most certainly 
affected the opinions and attitudes of all of the target 
groups covered by the survey.

2.	 SURVEY METHODOLOGY

Expert surveys of this type were first conducted 
in the USA (Lim, Slemrod and Wilking 2013). In the 
countries of this region, a similar survey was con-
ducted in Croatia (Šimović, Blažić and Štambuk 2014) 
and Slovenia (Klun 2014). If we compare the US and 
Croatian surveys, the US survey consisted of 100 yes/

Figure 2:  Overview of the Main Tax Reforms in B&H

N.B. information in brackets relates to allotment of revenues between levels of government
Source:  Autors’ interpretation.
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no/don’t know statements (Lim, Slemrod and Wilking 
2013), and the Croatian survey consisted of 92 state-
ments graded on a five- point Likert scale. Due to the 
peculiarities of the tax system of each country, the 
Croatian survey only had about a 20 per cent resem-
blance to the US survey (Šimović, Blažić and Štambuk 
2014). However, the most important statements re-
garding economic and tax models are the same in 
both surveys. 

Due to the specifics of the B&H constitution, espe-
cially in direct taxes, B&H’s questionnaire was adapted 
to B&H’s case. Hence, unlike the US and Croatian cases, 
a questionnaire was separately conducted in FB&H 
and RS, and each consisted of 64 and 61 statements 
respectively. 35 statements related to indirect taxes, 
and general economic and tax models were the same 
in both questionnaires. The differences in the number 
of statements mostly related to statements in the area 
of property taxes, deductions/exclusions in the area 
of PIT and the authority of sub-central levels of gov-
ernment in FB&H - Cantons. However, since the main 
statements in terms of economic models are the same 
in both questionnaires, comparison is possible. In 
both entities, the survey was conducted in the spring 
and summer of 2014 and, similarly to the Croatian 
case, a Likert scale was used. Respondents in both 
entities also provided their main demographic infor-
mation such as their age, occupation and education. 
In accordance with the US and the Croatian surveys, 
respondents were divided into three groups: academ-
ics, professionals from the private sector, and the gov-
ernment sector, namely employees of the Ministries 
of Finance and tax administrations. Before going into 
details regarding each group, it has to be noted that, 
although the RS questionnaire was conducted in the 
same manner as the FB&H case, the RS results include 
a very limited number of respondents (only 28 in to-
tal). The results from the RS survey are summarised in 
Antić (2014). Due to the low level of responses in the 
RS, if we added the RS’s answers to FB&H’s case, they 
would be lost in the total number of respondents in 
the FB&H (195 responses). Hence, we will only briefly 
analyse the conclusions of RS respondents and com-
pare them to those of the FB&H. Therefore, the focus 
will be on responses from the FB&H. 

The survey was conducted in three main groups. 
The academics were contacted using e-mail addresses 
obtained from official universities’ websites across the 
FB&H, and by post. It has to be noted that academics 
in the FB&H mostly teach at more than one university, 
including private universities. In academia, the ques-
tionnaire was sent to 87 addresses. The private sec-
tor was interviewed by email solely. Since the FB&H 
does not legally recognise tax advisory/consultants, 

this group included employees of international audit 
and tax advisory companies (i.e. the Big Four employ-
ees), domestic audit companies, and most frequently 
chartered accountants and auditors employed in the 
financial sector (banks, leasing companies, etc.). The 
headquarters of such financial institutions are mostly 
located in the FB&H. However, what seems to be the 
problem in the FB&H is the fact that due to the un-
regulated tax advisory sector (missing Law on Tax 
Consultancy/Advisory) individuals from different in-
dustries tend to engage in activities for which they 
are not formally authorised. The only group of profes-
sionals that were interviewed and do practically en-
gage in tax advisory/consultancy are those employed 
in international tax advisory companies and, to some 
extent, in domestic tax advisory companies. The ques-
tionnaire was sent via email to 80 professionals. The 
government sector was also interviewed, mostly by 
email and post. When the interview was conducted, 
the FB&H government and FB&H Ministry of Finance 
faced a challenging period (i.e. violent protests and ri-
ots in February 2014, dismissal of the Federal Minister 
of Finance, etc.), and therefore, conducting a survey 
under such circumstances was very difficult. However, 
the survey was forwarded to the managing director of 
the Tax Administration of FB&H and was conducted 
among tax inspectors, employees inside the Central 
Office and the heads and deputies of cantonal tax 
offices in FB&H. Some were sent via email and some 
via post. The total number of potential respondents 
is therefore unknown, but the response in this group 
is considerable, since 110 surveys were filled out. The 
employees of the FB&H’s Ministry of Finance, as well 
as the ITA, were also interviewed, but they make up 
only 14 per cent of all of the government officials that 
were interviewed. Thus, in total, 195 individuals re-
sponded to the survey in FB&H. In the RS, out of the 
28 respondents, the most significant part was taken 
up by the government sector. Table 1 summarises the 
respondent structure for the FB&H.

Table 1:  Respondent structure in the FB&H

Groups FB&H*
No. %

The academic community 
(universities, institutes)

44 22.7%

The government sector 111 57.2%
The private sector 39 20.1%
Total 194 100.0%

* One respondent did not answer this question (195 
questionnaires were filled in).
Source: Authors.
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Figure 3 summarises the struc-
ture of the FB&H’s dataset. Similar 
to the Croatian case, most of the 
government sector and academia 
is taken by tax administration, and 
those teaching economics, re-
spectively. However, unlike in the 
Croatian case, where 50 per cent 
of all private sector respondents 
were tax advisors, in the FB&H 
only 26 per cent of the sample 
are tax advisors (Šimović, Blažić 
and Štambuk 2013). In FB&H, the 
interviewed tax advisors were all 
employed in international and 
domestic tax consultancies. Thus, 
the majority of those interviewed 
in the private sector in FB&H were 
chartered accountants and audi-
tors working in the financial sec-
tor in FB&H and dealing with taxes 
to some extent.

Figure 4 interprets the educa-
tional structure of the dataset for 
the FB&H. All experts have at least 
a bachelor’s degree3. In the FB&H, 
the reason for this lies in the fact 
that the majority of the dataset 
is taken up by those employed 
in the government sector/tax ad-
ministration. Academia and the 
private sector mostly have Ph.D. 
and master’s degrees, respec-
tively. In the FB&H, 50.7 per cent 
of the dataset were younger than 
44 years of age, the average age 
in the private sector was 35 years, 
in academia 41, and in the gov-
ernment sector 49 years of age. 
The mode value in the FB&H is 57 
years of age. 

In order to conduct a compara-
tive analysis in relation to the US 
or the Croatian survey, we will 
have to adopt a similar method-
ology. In the US and the Croatian 
surveys a reasonable benchmark 
of at least 61 per cent of yes/no an-
swers (without neutral response) 
was considered a degree of con-
sensus (Lim, Slemrod and Wilking 
2013). Given that the FB&H case, 
similarly to the Croatian case, uses 
the Likert scale, answers were 

Figure 4:  Educational structure of respondents in the FB&H

Source:  Authors.

Figure 3:  The Structure of the Dataset in the FB&H by sectors

Source:  Authors.
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summarised in a similar manner (without neutral an-
swers). Table 2 summarises responses to the FB&H 
survey with a degree of consensus of at least 61 per 
cent and a more certain degree of consensus of 75 per 
cent, respectively. 

Under the degree of consensus of 61 per cent in 
the US, 84 statements (out of 100) fulfilled this bench-
mark in the 2013 survey (Lim, Slemrod and Wilking 
2013). In the Croatian case, 64 (out of 92 statements) 
fulfilled this criterion (Šimović, Blažić and Štambuk 
2014). In the FB&H, 57 (out of 64 statements) reached 
the given degree of consensus, which is almost 90 per 
cent. A high level of consensus is definitely a good in-
dicator, but does not necessarily indicate a consistent 
tax policy. Most (if not all) legal changes in the FB&H 
were far from serious tax reforms and were usually ini-
tiated and conducted by pressures from the interna-
tional community in (F)B&H. This is most certainly true 
for all indirect taxes, slow and uncertain reforms in the 
field of direct taxes, and no reforms in the area of SSC. 
In order to provide an overall analysis of responses in 
the following part, we will interpret the results from 
the Likert scale (1 to 5) as follows: answers 1 and 2 will 
be summarised as ‘I disagree’, answer 3 is ‘neutral’, and 
answers 4 and 5 as ‘I agree’4. 

3.	 TAX ISSUES AND THE ECONOMIC MODEL IN 
THE FB&H WITH COMPARISONS TO THE RS

In comparison to the US and Croatian surveys, 
which had 100 and 92 statements respectively, the 
FB&H survey only included 64 statements. The rea-
son for this limited number of statements in the FB&H 
survey (and that of the RS) mostly relates to the fact 
that some statements were not applicable in the 
case of B&H (both entities). In this part of the paper, 
we will only compare the overall results among a lim-
ited number of statements in the FB&H and RS, and 
will try to include the level of consensus. Statements/
questions were selected based on their significance 
in overall fiscal policy in terms of whether they 
were popular policy options, or whether there were 

significant differences in attitudes among the entities. 
Thus, in both entities, the questionnaires were divided 
into four groups. 

The first part concerned statements regarding indi-
rect taxes at the level of B&H, the second part related 
to general tax issues and economic models, the third 
part concerned property tax, and the final part dealt 
with direct taxes, namely PIT and CIT. The first and the 
second parts are identical in both surveys. 

Table 3 summarises most distinct responses as yes/
no/neutral responses to the questionnaire among the 
two B&H entities. Responses were virtually the same 
in both entities to statements regarding the treatment 
of excise duties, so they are not shown in Table 3. 
However, disagreement among entities was visible in 
responses dealing with the VAT. A statement regard-
ing the introduction of a reduced VAT rate in the FB&H 
was responded positively by 72 per cent of respond-
ents. Response to this statement in RS was divided in 
half between those who agreed and disagreed (Antić 
2014). More specifically, in the FB&H survey, those 
coming from the government sector mostly agreed 
with this statement (72 per cent) whereas in the RS, 
the government sector mostly disagreed. The over-
all result in the RS was divided in half amongst those 
who agreed and disagreed (i.e. exactly 50 per cent, 
Antić 2014). The reason perhaps lies in the fact that 
most of those interviewed in the RS come from ITA, 
and are therefore aware of the additional complexity 
of the introduction of a reduced VAT rate (since the 
ITA is completely in charge of indirect taxes), whereas 
in the FB&H, those coming from the government sec-
tor are mostly in charge of direct taxes, so they mostly 
agreed with this statement. 

In the second part, which regarded general tax is-
sues and economic models, there were significant 
differences in opinion. One particular statement is im-
portant and relates to the efficiency-equity trade-off. 
In the RS case, respondents were divided and could 
not give preference to either the efficiency or equity 
principle (Antić 2014). In the FB&H, the preference was 
given to the equity principle over the efficiency princi-
ple (62 per cent). Responses regarding an increase in 

Table 3:  Summary of Expert Attitudes Regarding Indirect Taxes in the RS and FB&H, in %

Statement

RS FB&H

No Neutral Yes No Neutral Yes

Q01. B&H should introduce reduced VAT rate. 50 0 50 26 2 72

Q02. Standard VAT rate should be increased. 78 12 10 72 6 22

N.B. Data for RS are estimated based upon Antić, 2014. 
Source:  Autors’ calculation.
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tax penalties and satisfaction of the compliance prin-
ciple in creating tax policy were positively responded 
to in FB&H, with 67 per cent agreeing. In the RS, more 
than 80 per cent agreed. The lower rate of responses in 
the FB&H to this question is a result of responses from 
the government sector. In the government sector in 
the FB&H, which is in charge of the administration of 
tax penalties, only 60 per cent agreed. We can only as-
sume that the government sector in the FB&H faces 
different problems, such as establishing tax frauds, so 
they do not think that penalties for tax evasion/frauds 
should increase. In both the RS and FB&H, the remain-
ing economic model issues are mostly responded 
to similarly. All respondents in the FB&H and RS feel 
that the SSC should not be increased. Although SSC 
rates have had a falling tendency in both entities, they 

significantly differ across the two entities in amount. 
In the FB&H, they amount to 41.5 per cent and are 
paid both by employer and employee, whereas in the 
RS they amount to 33 per cent and are all paid by the 
employer. Additionally, in the FB&H, all feel that the 
SSC paid by employee and employer should be con-
solidated into one payment (similar to the RS prac-
tice). Furthermore, all respondents in the FB&H and RS 
agreed on issues such as the lowering of the tax bur-
den relative to GDP, reduction of public revenues and 
expenditures relative to GDP, and changes in the tax 
structure. Moreover, respondents in the FB&H feel that 
lower marginal income tax rates reduce leisure and 
increase work effort, that non-taxation of interest and 
financial capital gains encourages saving and invest-
ment, respectively, and that government tax relief and 

Table 4: Summary of Expert Attitudes Regarding General Tax issues and Economic Models in the RS and FB&H, in %

Statement

RS FB&H

No Neutral Yes No Neutral Yes

Q19. Social security contributions should be increased at all levels 
(Pension, Health, Unemployment). 

100 0 0 86 5 9

Q22. The entire tax burden (the level of taxes relative to GDP) should 
be reduced.

15 18 67 16 18 66

Q24. The entire level of public revenues (and public expenditures) 
relative to GDP should be lowered.

15 18 67 13 23 63

Q25. The tax structure should be changed. 5 28 67 7 16 77

Q26. The tax burden should be shifted from personal and corporate 
income to consumption.

45 15 40 39 17 44

Q27. The tax burden should be shifted from personal and corporate 
income to property.

32 18 50 28 21 51

Q28. Lower marginal income tax rates reduce leisure and increase 
work effort.

23 20 57 24 24 52

Q29. Non-taxation of interest encourages saving. 11 10 79 20 12 68

Q30. Non-taxation of financial capital gains encourages investment 
and promotes economic growth.

11 10 79 20 18 62

Q31. Different government tax reductions (reliefs, incentives) 
promote economic growth.

13 8 79 14 12 74

Q32. VAT is regressive. 39 18 43 44 22 34

Q33. Administrative and compliance costs of taxation should play a 
significant role in creating tax policy (these costs should be reduced 
by making the tax system significantly simpler).

19 3 78 8 9 83

Q34. The equity principle should have priority over the efficiency 
principle in creating tax policy.

33 33 34 19 19 62

Q35. Penalties for tax evasion should be increased. 22 8 70 25 7 67

N.B. Differences exist due to rounding errors or omitted responses.
Source: Autors’ calculation and Antić (2014).
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incentives promote economic growth. Additionally, 
only 43 per cent in the RS and 34 per cent in the FB&H 
consider the current single-rate VAT to be regressive. 
Within this group of statements, the most interest-
ing statements related to ‘incidence’ statements were 
undecided responses from both entities. In the state-
ment regarding a shift from income to consumption, 
respondents in the FB&H and RS reached similar levels 
of responses, with 40 per cent of respondents agree-
ing with this statement. Alternatively, responses re-
garding a shift from income to property reached 50 
per cent of positive answers in both entities. Table 4 
summarises the responses as yes/no/neutral answers 
for general tax issues and economic models.

The third part of the survey included property 
taxes. Since this part of tax policy is under the entities’ 
supervision, most differences between the statements 
are in this (and final) part of the survey. The statement 
that is positively answered in both entities is related to 
the fact that property is a necessary additional indica-
tor of the ability to pay besides income. Unlike the RS 
case, which did not have a specific set of statements, 
in the FB&H respondents agreed that the FB&H needs 
property tax reform and that ten cantonal laws should 
be consolidated into one. Furthermore, respondents 
in both entities answered positively to the statement 
regarding real estate tax being local tax in terms of 
revenues. The final part of the survey is related to 
statements about income taxes, namely personal and 
corporate income tax (PIT and CIT). Since these types 
of taxes, together with property taxes are under enti-
ties’ legal supervision, there were differences in this 
part of the survey among entities. The most impor-
tant statement regarding the introduction of progres-
sive PIT in the FB&H and RS was positively answered. 
Additionally, respondents in both the FB&H and RS 
disagree with the possible increase of the ‘flat tax’ rate. 
Responses regarding introduction of progressive PIT 
in the FB&H are expected, but not in the RS. If we link 
the response to this statement to the efficiency-equity 
trade-off, we will see that the respondents in the FB&H 
are consistent, whereas in the RS that is not the case. 
In the FB&H, respondents gave priority to the equity 
principle (vertical equity) over efficiency, since the 
redistributive function of the state is, at least in the-
ory, best satisfied through progressive PIT (Musgrave 
and Musgrave 1993). In the RS, 57 per cent of those 
primarily coming from the government sector were 
in favour of progressive PIT. The reason for favouring 
progressive PIT in the RS might perhaps lie in the fact 
that the government sector in RS, regardless of the PIT 
rate (flat or progressive), always pays out the same net 
wage to its employees, i.e. if and when legal changes 

in the tax rate occur (or the tax base in terms of stand-
ard and non-standard allowances) the government 
sector in the RS always corrects the gross wage, so 
that the net wage paid to employees would not be 
changed. In the FB&H, all responses regarding stand-
ard allowances and deductions are mostly unanimous 
and are similar to the RS responses (where compara-
ble). Moreover, in the FB&H, the majority feel that fi-
nancial capital gains and dividends should be taxed 
within PIT. This implies that all favour comprehensive 
a SHS definition of income, rather than an expendi-
ture-based one. Additionally, in the FB&H, only slightly 
more than 50 per cent think that dividends should be 
given preferential treatment to other sources of in-
come in terms of lower tax rates. These responses in 
the FB&H are particularly interesting, bearing in mind 
that dividends under ‘flat tax’ are currently not subject 
to tax. In the RS, on the other hand, under 10 per cent 
of ‘flat tax’ dividends are subject to taxation. In the 
RS, opinions regarding taxation of dividends are di-
vided between the private (disagree) and government 
(agree) sectors (Antić 2014), but the majority agreed 
with preferential treatment of dividends compared to 
other sources of income. 

Fringe benefits should continue to be exempt 
from taxation of income in the FB&H, and a cantonal/
municipal surtax should not be introduced. The posi-
tive answer regarding non-taxation of fringe benefits 
from the FB&H’s government sector is very peculiar, 
especially bearing in mind that non-taxation of fringe 
benefits narrows the tax base and can act in a stimu-
lating way in terms of underreporting or ‘envelope 
salaries’. Again, a small, war-torn transition country 
such as B&H with divided markets faces serious chal-
lenges regarding the high levels of the shadow econ-
omy (Schneider 2012). Moreover, the opinion regard-
ing non-taxation of fringe benefits in the case of the 
FB&H is very concerning since fringe benefits take on 
average 40 per cent of the average monthly net wage, 
whereas in OECD countries they take as little as 1-2 
per cent (OECD 2014). Regarding CIT, respondents in 
the FB&H and the RS think that CIT rates should not be 
increased (similar to answers regarding an increase in 
PIT rates). Similar answers were given in other areas of 
CIT in both entities. Table 5 summarises the aforemen-
tioned main results in the FB&H’s and RS’ statements 
in the third and final part of the survey grouping an-
swers as yes/no/neutral.
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4.	 BINOMIAL PROBIT REGRESSION RESULTS FOR 
ECONOMIC VALUES IN THE FB&H 

Similar to the US (Lim, Slemrod and Wilking 2013) 
and Croatian surveys (Šimović, Blažić and Štambuk 
2014), we have developed a model regarding re-
sponses to the most important two statements deal-
ing with tax reforms: those are statements 24 and 34. 
They were used as predictors (independent variables). 
Statements 24 and 34 relate to opinions regarding the 
lowering of the entire level of public revenues and ex-
penditures to GDP and giving preference to the equity 
aspect over efficiency, respectively. In the Croatian 
survey, similar statements were used as predictors 
(the difference is in statement 24, but the inclination is 
the same in the Croatian survey). Those who answered 
positively to statement 24 are considered to be more 

neo-liberal in their economic values, i.e. they are pro-
moting a lesser role of government in the economy. 
They are more likely to promote base-broadening 
measures as well as reduction in the top tax rates.

Those who answered positively to statement 34 
are in favour of (vertical) equity and could be regarded 
as more ‘classical interventionists’ favouring redistrib-
utive issues. They should also favour greater govern-
ment involvement in the economy. Moreover, unlike 
the former group, this group should be more in favour 
of a comprehensive S-H-S definition of income. Twenty 
six regressions were conducted. A binomial probit re-
gression included grouped yes/no answers without 
neutral answers. The regression includes demograph-
ic characteristics (such as age, education, and employ-
ment sector) as independent variables, but they are 
not specifically analysed. The private sector is used as 

Table 5:  Summary of Expert Attitudes Regarding Direct Taxes in the RS and FB&H, in %

Statement

RS FB&H

No Neutral Yes No Neutral Yes

Q43_Property is a necessary additional indicator of ability to pay 
besides income.

6 13 81 8 10 82

Q46_Progressive income tax should be introduced. 28 15 57 29 5 66

Q47_Current personal income tax rate of 10 per cent should be 
increased.

79 21 0 74 13 14

Q48_Personal allowances in personal income tax should be re-
introduced/abolished (RS and FB&H respectively).

12 10 78 77 6 17

Q49_Family allowances should be abolished. 94 3 3 82 5 12

Q50_Tax deductions/allowances for health costs should be 
introduced/abolished (RS and FB&H respectively).

9 16 75 71 7 21

Q51_Tax deductions/allowances for owner-occupied housing 
should be abolished.

72 7 21 67 7 26

Q53_Inside PIT, dividends should (not for the RS)  
be taxed.

48 7 45 25 9 66

Q54_Inside PIT, financial capital gains should be taxed. 27 21 52 23 14 63

Q55_Inside PIT, interest on saving and securities should  
be taxed.

78 2 20 72 8 20

Q56_All sources of income inside PIT should be taxed in the same 
way (at statutory rates, without allowing the lower withholding 
tax to be the final tax due).

45 25 30 42 26 32

Q57_Capital incomes should be taxed at lower rates than labour 
incomes.

54 23 23 53 19 28

Q58_Dividends should be taxed at lower rates than other incomes 
(due to the economic double taxation of dividends).

22 14 64 34 16 51

Q59_Compensation of employees (i.e. fringe benefits) should 
continue to be exempt from taxation on income.

26 2 72 17 7 77

Q60_Cantonal/municipal surtax should be  
introduced.

72 28 0 60 22 18

Q61_Corporate income tax rate should be increased. 65 10 25 62 9 29

Source:  Autors’ calculation and Antić (2014).
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a benchmark. Education as a benchmark is classified 
in two groups: those with and without Ph.D. 

Thus, results presented in Table 6 show a few im-
portant points regarding general attitudes and specif-
ics in terms of responses. 

Those who answered positively to statement Q24 
(compared to those who responded negatively5) are, 
unexpectedly, more likely to answer positively to the 

statement regarding the introduction of a financial 
transaction tax. This answer is not expected since this 
group should favour lesser government intervention, 
and hence taxation. In responses regarding PIT, those 
who claim lesser government involvement in the 
economy are more likely to favour abolishment of tax 
deductions for health costs in personal income taxa-
tion. This could be interpreted as a base-broadening 

Table 6:  Binomial Probit Regression Results for Economic Values in the FB&H

Question/Statement Q24a Q34b χ2 e

Q01. B&H should introduce reduced VAT rate.
0.222 0.484 6831
(0.369) (0.327) [0.337]

Q02. Standard VAT rate should be increased.
-0.651 -0.767** 10425
(0.424) (0.389) [0.108]

Q13. Excise duties on tobacco and tobacco products should be increased.
-0.168 0.42 6037
(0.445) (0.397) [0.419]

Q19. Social security contributions should be increased at all levels (Pension, Health, 
Unemployment). 

0.621 0.447 491025
(0.386) (0.568) [0]

Q20. A financial transaction tax should be introduced.
1.182** -0.713* 18869
(0.533) (0.416) [0.004]

Q21. A financial activities tax should be introduced.
0.176 1.341*** 21.32
(0.391) (0.413) [0.002]

Q23. General government should be financed less from taxes and more from different 
non-tax revenues (with an emphasis on different user charges).

1.424*** -0.595 13315
(0.431) (0.394) [0.038]

Q39. Taxation should include other forms of property, too (movable property, financial 
property, etc.), i.e. should be a synthetic taxation of property (net wealth tax).

0.348 -0.431 500844
(0.453) (0.406) [0]

Q41. Inheritances and gifts should be taxed.
0.204 -0.117 8643
(0.373) (0.344) [0.195]

Q43. Property is a necessary additional indicator of ability to pay besides income.
-0.108 0.678* 8727
(0.595) (0.402) [0.19]

Q46. FB&H should introduce progressive income tax.
0.214 0.112 19025
(0.386) (0.34) [0.866]

Q47. Current personal income tax rate of 10 per cent should be increased.
-0.883* 0.917* 18982
(0.486) (0.534) [0.004]

Q48. Personal allowances in personal income tax should be abolished.
0.12 -0.75* 9613
(0.434) (0.407) [0.142]

Q49. Family allowances should be abolished.
-0.093 -0.702* 7129
(0.434) (0.373) [0.309]

Q50. Tax deductions/allowances for health costs should be abolished.
1.117** -0.722* 10044
(0.548) (0.376) [0.123]

Q51. Tax deductions/allowances for owner-occupied housing should be abolished.
0.511 -0.517 26146
(0.455) (0.348) [0.191]

Q53. Inside PIT, dividends should be taxed.
-0.098 -0.71* 6848
(0.398) (0.404) [0.335]

Q54. Inside PIT, financial capital gains should be taxed.
-0.29 -0.697* 5332
(0.421) (0.401) [0.502]
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measure within PIT. This group is more likely to answer 
negatively to the statement regarding an increase in 
the current 10 per cent ‘flat rate’. This is in line with 
the laissez faire ideology. Unfortunately, other state-
ments regarding the definition of the tax base were 
not significant.

Tax experts inclined to a greater role of govern-
ment (i.e. those who answered positively to statement 
34 in comparison to those who answered negatively) 
are more likely to disagree on a statement regarding 
an increase in the standard VAT rate. The responses to 
this statement could be explained as an awareness of 
tax experts that the current application of single-rate 
broad-based VAT causes regressivity and in turn dis-
torts equity. However, one must not forget that most 
tax experts answered negatively to the statement re-
garding VAT regressivity (although a consensus was 
not reached on this particular statement). Moreover, 
experts might also feel that the standard VAT rate has 
already reached its peak at 17 per cent, even though 
this is currently the lowest VAT rate in the region. 
Contrary to expectations, this group is more likely to 
disagree on the introduction of a financial transac-
tions tax. This could be justified by fragmented and 
underdeveloped financial markets in (F)B&H. However, 
those who favour equity over efficiency are more in-
clined toward the introduction of a financial activities 
tax. This could be justified by the fact that the FB&H 

financial market is bank-based. Expectedly, this group 
is more inclined to favour an increase in the current 10 
per cent ‘flat tax’ and consider that property a neces-
sary additional indicator of the ability to pay besides 
income. Additionally, this group is inclined to answer 
negatively regarding an abolishment of all allowances 
(personal, family and owner-occupied housing) which 
is in line with expectations. However, what is unex-
pected is the fact that this group is more inclined to be 
against the taxation of dividends and financial capital 
gains. Taxation of dividends and financial capital gains 
(realised) is a crucial parameter in the definition of the 
comprehensive income under S-H-S, which represents 
satisfaction of the ability-to-pay principle. However, 
this response among FB&H experts reflects the cur-
rent policy of non-taxation of dividends and capital 
gains which in turn causes income shifting. Thus, the 
results shown in Table 6 in terms of economic values 
in the FB&H are unclear, with numerous unexpected 
answers indicating two important points: this brief 
analysis proves the point that tax reforms are adopt-
ed ad hoc and under pressure from the international 
community, and therefore, local tax experts have lit-
tle knowledge regarding specific tax issues; the sec-
ond point builds on the first regarding the crucial 
definition of the tax base in terms of its broadness (or 
narrowness), especially in PIT, i.e. the taxation of divi-
dends and financial capital gains.

Q55. Inside PIT, interest on saving and securities should be taxed.
-0.435 -0.24 42253
(0.386) (0.344) [0.33]

Q56. All sources of income inside PIT should be taxed in the same way (at statutory 
rates, without allowing the lower withholding tax to be the final tax due).

0.186 -0.28 9184
(0.377) (0.357) [0.163]

Q57. Capital incomes should be taxed at lower rates than labour incomes.
0.451 0.193 9193
(0.474) (0.393) [0.163]

Q58. Dividends should be taxed at lower rates than other incomes (due to the eco-
nomic double taxation of dividends).

0.003 -0.085 0.958
(0.373) (0.346) [0.987]

Q59. Compensation of employees (i.e. fringe benefits) should continue to be exempt 
from taxation on income.

0.112 0.186 3347
(0.422) (0.359) [0.764]

Q61. Corporate income tax rate should be increased. 
0.047 -0.253 4057
(0.435) (0.377) [0.669]

Q62. Differentiated/reduced corporate income tax rates should be introduced for cer-
tain industries (e.g. agriculture, tourism).

-0.229 -0.072 34001
(0.427) (0.348) [0.818]

Q64. Reinvested profits should be exempt from taxation.
0.255 0.17 2392
(0.448) (0.422) [0.793]

Notes: Robust standard errors are in parenthesis. The p-values of the χ2 are in brackets. Other regressors include indicators 
of sector of employment, age and education.
* p< 0.1; ** p < 0.05; *** p < 0.01
aQ24 - The entire level of public revenues (and public expenditures) relative to GDP should be lowered.
bQ34 - The equity principle should have priority over the efficiency principle in creating tax policy.

Source: Authors’ calculation.
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5.	 BINOMIAL PROBIT REGRESSION RESULTS FOR 
ECONOMIC VIEWS IN THE FB&H 
Again, similar to the US and Croatian surveys 

(Lim, Slemrod and Wilking 2013, Šimović, Blažić and 
Štambuk 2014), binomial probit regression was con-
ducted in order to determine taxpayers’ behaviour 
and tax incidence. Statements 30 and 31 were used as 
behavioural predictors, and statements 26 and 27 as 
incidence predictors. Table 7 summarises the respons-
es in terms of economic views.

Table 7, shows, similarly to the Croatian survey, that 
statement No. 31 (Different government tax reduc-
tions (reliefs, incentives) promote economic growth) 
turned out to be the best predictor among behav-
ioural responses. The experts who answered positively 
(compared to those who answered negatively) to the 
aforementioned statement are more likely to be more 
inclined to an increase in standard VAT rates as well as 
excise duties on tobacco and tobacco products. The 
statement regarding an increase in standard VAT rates 

Table 7: Binomial Probit Regression Results for Economic Views in the FB&H

Question/Statement

Behavioural responses Incidence

χ2 eQ30a Q31b Q26c Q27d

Q01. B&H should introduce reduced VAT rate. -0.194 0.239 -0.248 -0.123 11253

(0.381) (0.412) (0.322) (0.354) [0.188]

Q02. Standard VAT rate should be increased. -0.638 1.501** 0.422 0.315 12768

(0.409) (0.591) (0.335) (0.397) [0.12]

Q13. Excise duties on tobacco and tobacco products 
should be increased.

-0.744 1.664*** -0.268 0.577 13491

(0.546) (0.584) (0.404) (0.445) [0.096]

Q19. Social security contributions should be increased at 
all levels (Pension, Health, Unemployment). 

0.366 -0.005 0.615 -0.095 14756

(0.639) (0.703) (0.439) (0.353) [0.064]

Q20. A financial transaction tax should be introduced. -0.597 -0.92 -0.515 -0.492 17046

(0.417) (0.572) (0.34) (0.428) [0.03]

Q21. A financial activities tax should be introduced. 0.13 -1.229* -0.742** 0.049 42025

(0.444) (0.685) (0.35) (0.368) [0.007]

Q23. General government should be financed less from 
taxes and more from different non-tax revenues (with an 
emphasis on different user charges).

-0.323 0.573 0.287 0.314 4099

(0.469) (0.476) (0.322) (0.335) [0.848]

Q39. Taxation should include other forms of property, too 
(movable property, financial property, etc.), i.e. should be 
a synthetic taxation of property (net wealth tax).

-0.239 -0.165 -0.362 0.909** 10724

(0.442) (0.467) (0.326) (0.37) [0.218]

Q41. Inheritances and gifts should be taxed. 0.237 -0.693* -0.617** 0.614* 13837

(0.378) (0.394) (0.313) (0.334) [0.086]

Q43. Property is a necessary additional indicator of abil-
ity to pay besides income.

-0.335 -0.126 -0.12 0.535 8577

(0.697) (0.752) (0.438) (0.427) [0.379]

Q46. The FB&H should introduce progressive income tax. 0.081 0.3 -0.124 0.697** 6861

(0.416) (0.458) (0.323) (0.327) [0.552]

Q47. Current personal income tax rate of 10 per cent 
should be increased.

-0.355 -0.074 -0.104 1.135** 16859

(0.495) (0.466) (0.398) (0.553) [0.032]

Q48. Personal allowances in personal income tax should 
be abolished.

-0.431 -0.568 -0.199 1.109*** 18682

(0.438) (0.508) (0.36) (0.427) [0.017]

Q49. Family allowances should be abolished. -0.098 -0.58 -0.415 0.632 12551

(0.433) (0.501) (0.405) (0.413) [0.128]

Q50. Tax deductions/allowances for health costs should 
be abolished.

-0.227 -0.118 -0.194 0.825** 21762

(0.446) (0.514) (0.369) (0.418) [0.005]

Q51. Tax deductions/allowances for owner-occupied 
housing should be abolished.

-0.532 0.175 -0.507 0.734* 18915

(0.431) (0.475) (0.329) (0.38) [0.015]
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could be justified as a revenue compensating measure 
caused by increasing tax expenditures. Hence, those 
who responded positively to statement 31 are also 
likely to answer positively in terms of the introduction 
of reduced corporate income tax rates for certain in-
dustries and the exemption of reinvested profits from 
taxation. Those more inclined to tax reductions as a 
way of promoting economic growth are more likely to 
respond negatively to an introduction of financial ac-
tivities tax as well as the taxation of inheritances and 
gifts. Again, responses show inconsistencies which 
could only be linked to fragmented tax policy within 
the FB&H, where comprehensiveness of tax reforms is 
unfortunately not considered. The possible introduc-
tion of a financial activities tax would probably be un-
der the jurisdiction of the FB&H, whereas the taxation 
of inheritances and gifts is currently under cantonal 
jurisdiction (ten separate laws in each canton within 
the FB&H).

Statement No. 30 (Non-taxation of financial capi-
tal gains encourages investment and promotes eco-
nomic growth) as a narrower statement proved to be 
a less important predictor (similar to Šimović, Blažić 
and Štambuk 2014). Those who answered positively 
to this statement (compared to those who answered 
negatively) are more likely to be against an increase in 
corporate income tax. This is an expected answer from 
those who are more inclined to neo-liberal ideology. 
Although responses are not statistically significant, 
statements regarding taxation of dividends, financial 
capital gains and interest on saving and securities 
have a negative relationship to the aforementioned 
statement, which is again a logical response of the 
more liberal experts.

Statement No. 27 (The tax burden should be 
shifted from personal and corporate income to prop-
erty) turned out to be a more important predictor 
than statement 26 regarding a shift in tax burden 

Q53. Inside PIT, dividends should be taxed. -0.687 0.211 -0.388 0.372 10703

(0.441) (0.44) (0.304) (0.342) [0.219]

Q54. Inside PIT, financial capital gains should be taxed. -0.789 -0.783 -0.181 0.553 16303

(0.505) (0.618) (0.327) (0.352) [0.038]

Q55. Inside PIT, interest on saving and securities should 
be taxed.

-0.208 0.121 -0.248 1.478*** 21086

(0.408) (0.417) (0.372) (0.473) [0.007]

Q56. All sources of income inside PIT should be taxed in 
the same way (at statutory rates, without allowing the 
lower withholding tax to be the final tax due).

0.704 0.02 0.136 -0.234 25448

(0.48) (0.494) (0.353) (0.405) [0.001]

Q57. Capital incomes should be taxed at lower rates than 
labour incomes.

1.166** 0.301 0.753** 0.192 18165

(0.486) (0.538) (0.375) (0.391) [0.02]

Q58. Dividends should be taxed at lower rates than 
other incomes (due to the economic double taxation of 
dividends).

0.461 0.48 0.47 -0.56 8391

(0.378) (0.428) (0.323) (0.357) [0.396]

Q59. Compensation of employees (i.e. fringe benefits) 
should continue to be exempt from taxation on income.

0.531 0.653 -0.064 -0.498 18256

(0.376) (0.406) (0.378) (0.41) [0.019]

Q61. The corporate income tax rate should be increased. 

-1.433*** 0.61 -0.478 0.428 17371

(0.458) (0.507) (0.374) (0.377) [0.026]

Q62. Differentiated / reduced corporate income tax rates 
should be introduced for certain industries (e.g. agricul-
ture, tourism).

-0.355 0.904** 0.24 -0.054 6406

(0.412) (0.434) (0.328) (0.344) [0.602]

Q64. Reinvested profits should be exempt from taxation.

-0.363 1.582*** -0.021 0.238 14033

(0.47) (0.514) (0.354) (0.368) [0.081]

Notes: Robust standard errors are in parenthesis. The p-values of the χ2 are in brackets. Other regressors include indicators of 
sector of employment, age and education.
* p< 0.1; ** p < 0.05; *** p < 0.01
aQ26. The tax burden should be shifted from personal and corporate income to consumption.
bQ27. The tax burden should be shifted from personal and corporate income to property.
cQ30. Non-taxation of financial capital gains encourages investment and promotes economic growth.
dQ31. Different government tax reductions (reliefs, incentives) promote economic growth.

Source:  Authors’ calculations.
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from personal and corporate income to consump-
tion. Expectedly, those who answered statement 27 
positively (compared to those who answered nega-
tively) are more likely to favour a more comprehen-
sive definition of taxation of property (statement No. 
39). Moreover, respondents who answered positively 
to statement No. 27 are also more inclined to answer 
positively to the taxation of inheritance and gifts, 
the introduction of progressive PIT and an increase 
in the current 10 per cent PIT rate. Therefore, with 
base-broadening measures together with the intro-
duction of progressive PIT (or an increase in ‘flat tax’), 
experts are more in favour of comprehensive income 
tax under the S-H-S definition. This is very similar to 
responses in the Croatian survey (Šimović, Blažić and 
Štambuk 2014). However, what seems to be an unex-
pected response is that this group favours the abolish-
ment of personal allowances (statement No. 48), and 
tax deductions for health costs (statement No. 50). 
These responses are not expected, since the S-H-S def-
inition of income acknowledges personal allowances 
as standard allowances. Property is usually perceived 
as an additional indicator of the ability to pay be-
sides income, and nowadays, in the ‘hybrid’ definition 
of income as tax base different sources of property 
(and property rights) are included in the income tax 
base. However, personal allowances are usually kept, 
although in some transition countries (e.g. Bulgaria, 
Georgia), they are abolished under the ‘flat tax’. Those 
in favour of a shift from income to property are also 
more likely to answer positively regarding the taxa-
tion of interest on savings and securities. 

	 CONCLUSION

This paper attempted to summarise the major re-
sults of a survey regarding tax policy issues and atti-
tudes in B&H. Furthermore, the results from a similar 
survey conducted in the RS were compared with the 
FB&H case. Thus, even though B&H tax policy is con-
ducted separately, the majority of respondents in 
both entities share common feelings regarding most 
tax policy issues. Differences amongst entities that 
do exist mostly relate to statements regarding the 
introduction of reduced VAT rates and preference in 
terms of the efficiency-equity trade-off. Interestingly 
enough, with the current B&H application of single 
rate broad-based VAT, most of the experts in both en-
tities think that the VAT is not regressive. The FB&H 
survey also showed a very high degree of consensus 
among most statements about experts’ attitudes. 
This is a surprising fact, especially under the current 
divided markets and complex tax policy. However, as 

we argued before, the FB&H survey showed a few in-
consistencies in its responses, especially those related 
to general tax issues and economic models. Moreover, 
the greatest differences in responses between the en-
tities occurred in this part of the survey. 

The results of binomial probit regression in the 
FB&H regarding economic values were evaluated us-
ing two predictors: one promoting lesser, and the 
other promoting greater government intervention. 
The results were mostly expected (i.e. introduction 
of financial activities tax or lesser government financ-
ing from taxes, and more from different non-tax rev-
enues). However, other results in the FB&H in terms of 
economic values are sometimes unclear, with numer-
ous unexpected answers. Similarly, binomial probit re-
gression for economic views provided similar unclear 
responses. The reason might be the fact that tax re-
forms in (F)B&H are adopted ad hoc and under pres-
sure from the international community, and therefore, 
local tax experts have little knowledge regarding spe-
cific tax issues (i.e. comprehensiveness of income or 
consumption as a tax base); the second point builds 
on the first regarding the crucial definition of the tax 
base in terms of its broadness (or narrowness), espe-
cially in PIT, i.e. the taxation of dividends and financial 
capital gains. Similarly inconsistent responses could 
be found in the FB&H indicating an unclear direction 
for tax reforms. Hence, in the twenty years since the 
end of the war in B&H, tax reforms were adopted ei-
ther ad hoc or under pressure from the international 
community, which is in turn reflected in the unclear 
direction of tax policy in (F)B&H. 
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the Commission for Indirect Taxation Policy (Official 
Gazette of B&H, No. 4, 2003), pursuant to his powers and 
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and Bologna types. Similarly, master studies include 
postgraduate studies in the same manner.
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This paper addresses the issues of adequately iden-
tifying the impacts of innovations in complex hospital 
settings and discusses how the impact of innovations 
on hospital efficiency should be measured. As shown 
by Vasileiou, Barnett and Young (2012) through inter-
views with 18 key informants in the United Kingdom 
who had won Health Service Journal awards for 
successfully implementing 15 service innovations, 
evidence of efficiency is one of the four concepts of 
evidence employed by health care innovators in pur-
suing service innovations and in demonstrating their 
success. In measuring the impact of innovations on 
hospital efficiency, technology-based innovations are 
those most commonly considered. However, there is 
increasing focus also on other types of innovations in 
health care, including consumer-focused innovation 
and business model innovation (Herzlinger 2006). The 

methodology proposed in this paper can be applied 
to any type of innovation.

The impacts of different types of innovations have 
been extensively studied in health care and existing 
empirical studies investigating the relationship be-
tween innovations and efficiency vary significantly in 
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Abstract

In this paper the authors propose an approach for measuring the impact of innovations on hospital effi-
ciency. The suggested methodology can be applied to any type of innovation, including technology-based 
innovations, as well as consumer-focused and business model innovations. The authors apply the proposed 
approach to measure the impact of transcanalicular diode laser-assisted dacryocystorhinostomy (DCR), i.e. 
an innovation introduced in the surgical procedure for treating a tear duct blockage, on the efficiency of gen-
eral hospitals in Slovenia. They demonstrate that the impact of an innovation on hospital efficiency depends 
not only on the features of the studied innovation but also on the characteristics of hospitals adopting the 
innovation and their external environment represented by a set of comparable hospitals. 
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their key research questions. Kazley and Ozcan (2009), 
for example, employ DEA to study how the use of elec-
tronic medical records impacted the efficiency of US 
acute hospitals. Lee and Menon (2000) similarly inves-
tigate the relationship between efficiency and invest-
ments in IT and find that hospitals investing more in IT 
are technically more efficient. Ozcan, Watts, Harris and 
Wogen (1998) analyze technical efficiency and provid-
er experience in the treatment of stroke patients. They 
show that inefficient providers can lower their costs if 
they improve their processes according to the prac-
tices of more efficient providers. Nickel and Schmidt 
(2009) conducted a case study in a German university 
hospital to study how organizational changes and 
process reengineering impact capacity utilization and 
waiting times in its radiology department. Leu and 
Huang (2011) similarly demonstrate how modelling, 
reengineering and the informatization of processes 
can lower, for example, the hospital’s bed occupancy 
rate, the number of working hours of the nursing staff 
and the share of patients with unplanned hospital 
admission within 72 hours of discharge. Tsiachristas, 
Notenboom, Goudriaan and Groot (2009) develop 
case studies that confirm innovations play an impor-
tant role in increasing labour productivity in health 
care. De Castro Lobo, Ozcan, da Silva, Estellita Lins and 
Fiszman (2010) also examine hospital efficiency and 
productivity but adopt a Malmquist approach to study 
how they are affected by innovation in the form of a 
financing reform. The relationship between changes 
in payment systems and efficiency were also exam-
ined by DesHarnais, Hogan, McMahon and Fleming 
(1991). Very often longitudinal data is also used for 
constructing Malmquist indices that can be used to 
identify shifts in the production possibility frontier of 
the studied health care providers that are usually at-
tributed to innovation adoption (for detailed reviews 
see Jacobs, Smith, and Street 2006; Fried, Knox Lovell, 
and Schmidt 2008; Hollingsworth 2003; Hollingsworth 
and Peacock 2008). 

Studies addressing the issue of efficiency in health 
care in Slovenia include, for example, the comparative 
study of the costs of selected groups of diagnoses in 
selected hospitals in Slovenia (Setnikar-Cenkar and 
Seljak, 2004). A recent study by Lichtenberg (2015) in-
vestigates the impact of pharmaceutical innovation on 
mortality and hospitalisation in Slovenia. According to 
this study, new chemical entities launched in Slovenia 
during 2003-2009 have reduced the number of hospi-
tal discharges in 2010 by 7 percent. 

The authors of this paper propose a different ap-
proach to studying innovations as factors of efficiency. 
They extend the analysis of process-level effects of in-
novations to their hospital-level efficiency effects. In 

doing so, they build on two important notions. 
First, every innovation initially impacts specific 

hospital processes. Every innovation affects some hos-
pital processes directly by, for example, altering their 
flow and/or structure and may also indirectly affect 
the input-output ratios of other unaltered processes 
simply because available capacities and the hospital’s 
organizational structure determine the relationships 
between various hospital processes. Because hospi-
tals as process organizations are in essence a set of 
various processes, this implies that every innovation 
impacts hospital efficiency both directly and indi-
rectly, and that it is crucial we capture overall effects 
to correctly assess the innovation’s impact on hospital 
level efficiency. The authors show that this is particu-
larly challenging, because internal characteristics and 
especially the existing inefficiencies of the innovation-
adopting hospital can significantly influence both the 
type and the magnitude of the process-level effects of 
the innovation being studied. 

Second, by definition a successful innovation 
adopted by an organization sets a new benchmark for 
other comparable organizations. This has important 
implications for assessing the impacts of innovations 
on hospital-level efficiency because it can only be 
measured relatively to other hospitals. In such a set-
ting a specific innovation alters benchmarks only if it 
indeed translates into technological progress that is 
reflected in shifts of the production possibility frontier 
and the reduced technical efficiency of hospitals that 
lag behind in adopting the innovation in question. In 
this context, a change adopted by a specific hospital 
is considered an innovation if it creates technological 
progress, while other changes that affect the studied 
hospital but are not novel to other observed hospitals 
need to be treated differently. This is why in design-
ing their approach the authors pay special attention 
to separating the effects of a studied innovation from 
the catch-up effects that may arise in hospitals due 
to the increased technical efficiency of existing tech-
niques. If the innovation is to shift the production 
possibility frontier, its impacts have to be observed in 
an innovation-adopting hospital that comprises the 
production-possibility frontier. Such hospitals are by 
definition technically efficient. This implies that the 
impacts of innovations on hospital efficiency have to 
be investigated in technically efficient hospitals. 

The authors use the proposed approach to meas-
ure the impact of transcanalicular diode laser-assisted 
dacryocystorhinostomy (DCR), i.e. an innovation in-
troduced in the surgical procedure for treating a tear 
duct blockage, on the efficiency of general hospitals 
in Slovenia. Even though the studied case innovation 
is an example of technology-based innovation, this 
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methodology can be applied to any type of innova-
tion, such as consumer-focused and business model 
innovations, according to Herzlinger (2006). 

1	 PROCESS-LEVEL IMPACTS OF INNOVATIONS 
IN COMPLEX PROCESS ORGANIZATIONS

Both the direct and indirect effects of innovations 
can be observed in a studied hospital. We may often 
find that a specific hospital process is altered by the 
studied innovation, and as a result the ratio of output 
to inputs of such a process increases. However, by ob-
serving also the innovation’s indirect effects, i.e. the 
changes it provokes in other hospital processes, one 
might reveal the worsening of outputs-to-inputs ra-
tios in other processes and consequently also on the 
level of the hospital as a whole. The impacts of a spe-
cific innovation must thus be observed not only at the 
level of individual processes, but also at the level of 
the individual organizational units of the innovation-
adopting hospital so that its overall impact can be 
correctly identified and measured on the level of the 
hospital as a whole. 

The process-level effects of the studied innova-
tion can be translated into hospital level effects by us-
ing a model of the innovation-adopting hospital that 

represents it as a process organization (Ould 1995; 
Harmon 2007; Poulymenopoulou et al. 2003; Anyanwu 
et al. 2003; Lenz and Reichert 2007). In such a model, 
on the one hand, the structure and flow of individual 
core business processes form links between organiza-
tional units, while on the other, the available capaci-
ties and other resources of individual organizational 
units create a dependency between various core busi-
nesses. Figure 1 illustrates a simplified example of 
such a model of a hospital.

By controlling for both types of dependencies, the 
overall effects of an innovation can be determined 
on the level of individual processes, as well as on the 
level of individual organizational units and in the ag-
gregate for the entire hospital. In identifying all direct 
and indirect innovation effects the authors pay special 
attention to the fact that the model of a hospital has 
to be designed so that it can measure the effects of in-
novations in terms of input and output categories that 
can then be used for estimating hospital efficiency. 
Input and output variables have to be designed to ac-
commodate heterogeneous hospital inputs and out-
puts (O’Neill, Rauner, Heidenberger and Kraus 2008). 
In this way, the process-level direct and indirect ef-
fects of a specific innovation can be translated into 
hospital-level efficiency effects. 

Figure 1:  The model of a hospital
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2	 HOSPITAL-LEVEL EFFICIENCY IMPACTS OF 
INNOVATIONS
To assess the impacts of a studied innovation on 

hospital efficiency the authors include data envelop-
ment analysis (DEA) in the proposed methodology. 
DEA has been widely used to assess hospital efficien-
cy (Liu et al. 2013; Bouland et al. 2012). Even though 
other methods could also be used for the purpose of 
efficiency analysis (see, for example, Wagstaff 1989; 
Hollingsworth and Peacock 2008; Jacobs et al. 2006) 
DEA is employed in this paper because of the small 
size of Slovenia’s public sector (Obadić and Aristovnik 
2011; Zorić, Hrovatin and Scarsi, 2009). 

By using DEA the effects of a specific innovation 
on hospital efficiency can be measured by calculating 
the difference between the DEA efficiency scores that 
characterize the studied hospitals before the innova-
tion was implemented by the innovation-adopting 
hospital and the DEA efficiency scores of the observed 
hospitals after the innovation was implemented by 
the innovation-adopting hospital. 

For the purposes of this paper, however, the use 
of DEA is extended so that a theoretically consistent 
environment for identifying innovation effects is cre-
ated. Namely, in studying innovations as factors of 
efficiency the authors build on the notion that inno-
vations are new techniques or better solutions that 
organizations can apply to meet new requirements. 
As such, true innovations should translate into tech-
nological progress. In assessments of efficiency and 
productivity changes over time the latter is reflected 
in a desired shift of the production possibility frontier. 
This implies that the authors do not treat all changes 
hospitals adopt to increase their ratio of outputs to in-
puts, i.e. technical efficiency, as innovations. A novelty 
is treated as an innovation only if it represents a better 
solution for the whole set of studied hospitals. As such 

it has to be reflected in a shift of the production pos-
sibility frontier so that it can be clearly differentiated 
from the catch-up effect of inefficient hospitals (Zhu 
2003, p. 279). Only in such a setting can benchmarking 
methods such as DEA set new targets and identify a 
reduction in the technical efficiency of those hospitals 
that lag behind in adopting the studied innovation.

2.1 Determining the Efficiency Impacts of 
Innovations in Inefficient Innovation-Adopting 
Hospitals 
In observing and measuring the impact of innova-
tions on hospital efficiency, one has to consider that 
the innovation-adopting hospital can be either an ef-
ficient or an inefficient hospital. In the first case, the 
innovation-adopting hospital comprises the produc-
tion possibility frontier. In such a technically efficient 
hospital, a successful innovation will automatically be 
reflected in the shift of the observed production pos-
sibility frontier, thereby signifying technological pro-
gress for other hospitals and altering their benchmark. 
Figure 2a illustrates using an isoquant diagram for a 
single output-two inputs (x1 and x2) case that an inno-
vation-adopting hospital H comprises a set of efficient 
hospitals (A, H and C). Because hospital H defines the 
production possibility frontier, any successful innova-
tion that this hospital adopts automatically alters the 
frontier and shifts it closer to the origin. It is also pos-
sible that this hospital adopts a new technique that 
fails to improve its position and may even exclude the 
hospital from the set of efficient hospitals. Such an 
adopted novelty cannot be considered a successful 
innovation. This discussion raises an important issue 
of measuring output in health care organizations and 
the need to control for undesirable output in the form 

Figure 2:  The role of the efficiency status of innovation-adopting hospitals in observing the impact of innovations
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of bad quality (Prior 2006). 
If the innovation-adopting hospital exhibits inef-

ficiency, meaning that it does not shape the produc-
tion possibility frontier, the studied innovation will 
not necessarily translate into a shift of the production 
possibility frontier. In this case, as Figure 2b shows, 
the analysis of the innovation’s impact on hospital ef-
ficiency may fail to interpret the studied innovation as 
technological progress and may thus set the bench-
marks for other hospitals incorrectly. The inefficiency 
of the hospital in question measured by benchmark-
ing methods such as DEA would decrease due to the 
innovation, but the innovation would not impact the 
measured efficiency levels of other comparable non-
innovating hospitals. This is a direct consequence of 
an unaltered production possibility frontier that also 
implies unchanged benchmarks for the studied set 
of hospitals. As a result, there is no clear indication of 
what a specific innovation means for other non-inno-
vating hospitals. 

Another less obvious problem of studying the 
impacts of the studied innovation in an inefficient 
innovation-adopting hospital is that the innovation’s 
process-level effects that depend on the structure and 
flow of business processes and the structure and dis-
tribution of capacities among hospital units may be 
influenced by existing inefficiencies. This is shown, for 
example, by Jakovljević et al. (2013), who show vari-
ability in the use of expensive high-tech services due 
to differences in the level of adherence to guidelines 
for the application of radiological methods in clinical 
practice. As a result of such existing inefficiencies, the 
measured effects of innovations can be influenced 
substantially by the characteristics of the innovation-
adopting hospital. 

2.2  The Artificial Innovation-Adopting Hospital 
If the innovation-adopting hospital proves to be ineffi-
cient, the authors suggest that the hospital be moved 
onto the frontier through the process of construct-
ing an artificial hospital. In this way, the innovation-
adopting hospital becomes efficient for the purpose 
of measuring the impact of a specific innovation on 
hospital efficiency. 

An inefficient hospital can be moved onto the fron-
tier in many different ways. One alternative refers to 
a proportional decrease of employed inputs, while 
other alternatives involve various disproportional re-
ductions of employed inputs. These alternatives re-
flect the aggregate effects of the possible approaches 
an inefficient hospital could undertake to reengineer 
its processes. Figure 3a illustrates that the selected 
reengineering could move the inefficient innovation-
adopting hospital H to, for example, points A, B or HA. 
By moving the inefficient innovation-adopting hospi-
tal onto the frontier we construct an artificial hospi-
tal that eliminates the inefficiencies that characterize 
some of the innovation-adopting hospital’s business 
processes. 

By constructing the artificial hospital, the aggre-
gate quantity of outputs and inputs of the innovation-
adopting hospital are altered. Yet this move involves 
changes within the hospital on the level of its process-
es. A proportional decrease of the aggregate quan-
tities of the hospital’s inputs may be achieved with 
disproportional changes of inputs and outputs on 
the level of individual organizational units. Moreover, 
different input and output changes on the level of or-
ganizational units may result in the same aggregate 
changes on the level of the hospital. This implies, for 
example, that point HA in Figure 3a does not depict 
a single artificial hospital. It can represent different 

Figure 3:  An artificial hospital as a tool for measuring the impact of innovations on hospital efficiency
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artificial hospitals with the same aggregate quantities 
of inputs and outputs but with differing internal char-
acteristics, i.e. differing structures, flows and features 
of business processes. 

This means that the process of constructing an ar-
tificial hospital can create very different environments 
for measuring the impact of innovations on efficiency. 
In such environments the effects of innovations trans-
late into shifts of the production possibility frontier. 
However, as Figure 3b illustrates, the shifts depend on 
the internal characteristics of the constructed artificial 
hospital. This implies that the same innovation may 
yield differing effects on hospital efficiency. This is due 
to the fact that its process-level effects depend strong-
ly on the structure and flow of business processes and 
the structure and distribution of capacities within the 
hospital that are determined by the proposed or as-
sumed form of reengineering. Regardless of the se-
lected reengineering, a true innovation, if observed in 
the artificial hospital, alters the production possibility 
frontier. This may not be the case if the innovation is 
observed in the actual inefficient innovation-adopting 
hospital. 

The construction of the artificial hospital thus ena-
bles us to measure the impact of innovations in a theo-
retically consistent way where a successful innovation 
shifts the production possibility frontier in line with 
the technological progress achieved. It also ensures 
that in the case of an inefficient innovation-adopting 
hospital the impacts of the studied innovation are not 
confounded with the hospital’s catching up effect due 
to the increased efficiency of its existing techniques. 
Furthermore, the process-level effects of innovations 
are not mismeasured due to the innovation-adopting 
hospital’s inefficiency. Yet the measured effects then 
depend not only on the characteristics of the innova-
tion-adopting hospital and its external environment 
represented by a set of comparable hospitals in dif-
fering national health care systems (Jakovljević 2012), 
but also on the process of constructing the artificial 
hospital. 

3	 THE CASE INNOVATION: 
TRANSCANALICULAR DIODE LASER-
ASSISTED DACRYOCYSTORHINOSTOMY
The authors apply the proposed approach to assess 

the hospital-level efficiency effects of an innovation 
introduced in the surgical procedure for treating a tear 
duct blockage in one hospital in Slovenia (Drnovšek-
Olup et al. 2004; Drnovšek-Olup, Beltram, 2010; Olver 
2002, pp. 115-126). They start their analysis by employ-
ing DEA to identify the production possibility frontier 

of general hospitals in Slovenia and to assess the ef-
ficiency status of the innovation-adopting hospital. 
For this purpose, they specify several input-oriented 
constant-returns-to scale (CRS) DEA models (Charnes 
et al. 1978; Zhu 2003) and employ pooled data on the 
inputs, outputs and input prices of 12 general hospi-
tals in Slovenia for the period of 2005–2008. The stud-
ied hospitals represent the total population of general 
hospitals in the country. 

Even though the authors examine different model 
specifications to check the consistency of the ob-
tained results, only one specification can be used in 
the later stages of the analysis. Namely, the selected 
specification must include categories that are used 
to model those processes that are altered by the in-
novation in question and comprise the elements of 
the model of the innovation-adopting hospital that is 
used to translate the process-level effects of the case 
innovation to hospital-level effects. 

In this paper, the number of inpatients and number 
of outpatients are used as outputs, while labour meas-
ured by the number of full-time equivalents (FTEs) 
and capital measured with the discounted cost value 
of property, plant and equipment represent the em-
ployed inputs. The price of labour is calculated as the 
ratio of real annual labour costs and the average num-
ber of FTEs. The price of capital is calculated as the ra-
tio of the sum of depreciation cost and cost of financ-
ing on one hand, and the cost value of property, plant 
and equipment on the other. The selected output vari-
ables may not reflect output heterogeneity, but they 
are used in this paper because of the way the model 
of the innovation-adopting hospital was constructed. 
Both the model of the hospital and DEA analysis can 
of course be refined given available data. In this paper 
they are only used to illustrate the proposed meth-
odology for assessing the impacts of innovations on 
hospital-level efficiency. 

DEA applied in this paper reveals that the innova-
tion-adopting hospital is both technically- and cost-
inefficient. The radial measure of its technical efficien-
cy equals 0.9821, and the radial measure of its cost 
efficiency is 0.9531. 

3.1  Constructing an Artificial Hospital 

Because the studied innovation-adopting hospital is 
both technically- and cost-inefficient, it was necessary 
to construct an artificial hospital that is an efficient 
twin of the inefficient innovation-adopting hospital. 
First, we need to identify the target aggregate values 
of the outputs and inputs that would render the inno-
vation-adopting hospital efficient by moving it onto 
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the production possibility frontier. Second, we need 
to identify which changes need to be implemented 
at the level of hospital processes and units so that the 
aggregate target values of inputs and outputs can 
indeed be attained. This second step first involves a 
clear identification of various hospital processes that 
are used to develop a model of the innovation-adopt-
ing hospital, which is illustrated in Figure 1, and then 
altering the model’s elements so that the hospital’s in-
efficiency is eliminated. 

The authors have developed and quantified such 
a model for an innovation-adopting hospital by using 
data regularly collected and reported by the studied 
hospital and by collecting data on site by observing 
hospital operations and interviewing hospital staff 
over a period of a year and a half. The model is not 
shown here because of the large data set, but as il-
lustrated by Figure 1, it allows us to identify capacity 
utilization rates for every organizational unit of the 
studied hospital. For the purpose of illustrating the 
proposed methodology for measuring the impact of 
innovations on hospital efficiency the authors used 
the results of the capacity utilization analysis at the 
level of individual organizational units of the stud-
ied innovation-adopting hospital. By altering utiliza-
tion rates and eliminating large differences in utiliza-
tion rates between various organizational units they 
achieved a reduction in the quantity of inputs, which 
allowed the hospital to move onto the production-
possibility frontier. As previously mentioned, this is 
not the only possible approach to transform an inef-
ficient hospital towards efficiency. In the studied case, 
however, this seemed most reasonable because of a 
generally low capacity utilization rate, as well as the 
large differences in capacity utilization between dif-
ferent organizational units. 

The alterations described above enabled the au-
thors to construct from an inefficient innovation-
adopting hospital an efficient artificial hospital whose 
aggregate values of inputs and outputs equal the 
target values of the inputs and outputs of the innova-
tion-adopting hospital. 

3.2   Impacts of the Case Innovation 

The process level effects of the studied innovation 
were identified by developing the “as was” and “as is” 
process models and comparing their structures, flows 
and the relating consumptions of hospital resources 
per patient treated. Process modelling revealed that 
process-level direct and indirect effects of the case in-
novation studied in this paper include alterations in 
the structure and length of DCR surgery, a shortening 

of how long patients stay in the ophthalmology de-
partment, and an increase in the number of patients 
referred to the department of otolaryngology for ad-
ditional tests. The studied innovation also created 
changes in the type of equipment used to deliver the 
surgery and length of equipment use. The studied in-
novation correspondingly altered the prices of inputs 
employed during surgery. 

The identified direct and indirect process-level ef-
fects of the studied innovation were translated to 
hospital-level input and output effects by using the 
elements of the model of the artificial hospital. In this 
paper the case innovation does not alter the studied 
hospital’s output, as it is determined by a contract 
with the provider of compulsory health insurance. 
The studied innovation does, however, reduce the re-
quired inputs. If the model of the hospital is refined 
given available data on output quality, both input and 
output changes could possibly be observed for the 
studied innovation. 

By using the model of the artificial hospital we 
find that the case innovation decreases the aggregate 
quantity of the human capacities of the studied hospi-
tal by 0.25 full-time equivalents and the total value of 
its material capacities by €18,932, leaving the output 
level unaltered. This relatively small decrease results 
from the fact that only 0.1 percent of patients of the 
ophthalmology department of the analyzed hospital 
are candidates for DCR. This illustrates that the impact 
of innovations on hospital efficiency depends on the 
hospital setting.

3.3   Measuring the Impact of the Case Innovation 
on Hospital Efficiency

By using the methodology described above, the im-
pact of case innovation on efficiency cannot be as-
sessed by comparing the efficiency measure of the 
artificial hospital prior to innovation to its efficiency 
measure after the innovation is adopted. This is be-
cause the artificial hospital was constructed to rep-
resent an efficient twin of the innovation-adopting 
hospital and its technical efficiency measures equal 
1 both prior to and after implementing the innova-
tion in question. Even though the innovation does 
not alter the efficiency measures of the artificial hos-
pital, it does shift the production possibility frontier. 
Consequently, the innovation’s impact is reflected 
in the efficiency measures of other non-innovating 
hospitals. This means that the impact of a specific in-
novation on hospital efficiency can be measured by 
identifying changes in the average efficiency of the 
observed set of hospitals.
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The innovation’s impact on efficiency is thus meas-
ured by observing the change in the average technical 
efficiency of the studied hospitals and the change in 
the average cost efficiency of those hospitals. The re-
sults show that the case innovation decreases statisti-
cally significantly both average technical and average 
cost efficiency (Tables 1-2). The results regarding tech-
nical efficiency demonstrate that the case innovation 
has indeed shifted the production possibility frontier 
towards increased efficiency, meaning that the case 
innovation can be considered a successful innovation. 

In this paper the authors suggest determining the 
impact of the case innovation on hospital efficiency 
by comparing the average DEA hospital efficiency 
scores characteristic of Slovenian general hospitals 
before the selected innovation was implemented by 
the artificial hospital and the average DEA hospital ef-
ficiency scores after the innovation was implemented. 
However, other approaches could be used to measure 
the impact of the case innovation on the production 
possibility frontier. 

One alternative involves observing the impact of 
the innovation on hospital efficiency by identifying 
the change in the super efficiency measure of the 
innovation-adopting hospital prior to and after im-
plementing the innovation (Andersen and Petersen 
1993; Zhu 2003, p. 198). Other alternatives include ob-
serving the change in the influence measures of the 
innovation-adopting hospital (Pastor et al. 1999) and 
identifying the changes in the stability region of the 
innovation-adopting hospital (Zhu 2003, pp. 237-239). 
Although the results of these other approaches are 
not reported here, they all confirm that the case in-
novation has indeed shifted the production possibility 
frontier towards increased efficiency. 

4. 	CONCLUSIONS
The proposed methodology for measuring the 

impact of innovations on hospital efficiency provides 
two important conclusions for studying the impact of 
innovations. 

First, even though the assessment of efficiency in-
volves the use of fairly standard methods and tech-
niques, one has to think carefully about the efficiency 
measurement process when the goal is to measure 
the impact of innovations on efficiency. By defini-
tion, a successful innovation represents technological 
progress. Accordingly, its effects cannot be reflected 
solely by the improved efficiency status of the inno-
vation-adopting hospital. Its effects have to be trans-
lated into a shift of the production possibility frontier 
so that the innovation truly and in a correct way im-
pacts the efficiency status of all non-innovating hos-
pitals. Only in such circumstances does it make sense 
to measure the impact of a specific innovation on hos-
pital efficiency by identifying changes in the average 
efficiency of the observed set of hospitals.

Second, analyzing innovations in relation to ef-
ficiency requires that we do not observe the impacts 
of a specific innovation by isolating the innovation in 
question from its hospital internal and environment, 
where the latter is represented by a set of comparable 
hospitals. Namely, one must keep in mind that innova-
tions create both direct and indirect effects and that 
both types of effects can be observed both at the level 
of processes and at the level of organizational units, 
and thus the hospital as a whole. Further, isolating the 
innovation in question from its hospital environment 
is made impossible by the fact that the efficiency of 
a specific hospital can only be measured relative to 
the efficiency of other comparable hospitals. This 

Table 1:  Comparison of technical and cost efficiency scores prior to and after implementation of the case innovation

TECHNICAL EFFICIENCY (TE) COST EFFICIENCY (CE)
before the innovation after the innovation before the innovation after the innovation

Aθ0 Aθ1 Bθ0 Bθ1
Average 0.8740 0.8733 0.8605 0.8597
Std. dev. 0.1006 0.1005 0.0997 0.0996
Min 0.6033 0.6030 0.5969 0.5963
No. of efficient DMUs 3 2 2 1

Table 2:  The Wilcoxon signed-rank test – a comparison of average technical efficiency scores

Comparison of TE and CE measures before 
and after the innovation

Aθ1 and Aθ0 Bθ1 and Bθ0
Z statistic -5.907 -6.030
P-value 
(two sided test) 0.000 0.000
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again demonstrates that the impacts of innovations 
on hospital efficiency are conditional on the hospital’s 
internal characteristics and competitive environment. 
This is why the impact of a specific innovation differs 
across hospitals adopting the innovation, and that the 
adoption of a particular innovation that is reasonable 
for some hospitals may not create the desired effects 
for certain other hospitals. For example, capital-inten-
sive innovation may significantly increase efficiency in 
certain environments, whereas the same innovation 
could also lead to reduced efficiency in other environ-
ments. One might easily imagine an innovation that 
improves technical efficiency but reduces cost effi-
ciency due to a big rise in input prices. 

The impacts of a specific innovation might thus, 
for instance, be significant in developed health care 
systems, while in another less developed health care 
system its impact could be minor. It is important to 
again to note that the direct and indirect process- and 
unit-level impacts of a specific innovation depend on 
the characteristics of the innovation-adopting hospi-
tal. This implies that we will obtain different impacts 
from a specific innovation if we observe them in two 
different efficient innovation-adopting hospitals. 
Regardless of these limitations, the methodology pro-
posed in this paper does allow us to investigate the 
impacts of specific innovations in specific environ-
ments on efficiency. This provides managers with the 
information they need about whether the innovation 
in question actually improves the efficiency of their 
hospital. 
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As information technologies and telecommunica-
tions have become irreplaceable parts of our lives in re-
cent decades, the role of network effects has become a 
subject of intense debate amongst scholars and practi-
tioners. Network effects are a type of externality wherein 
products or services become more valuable with the 
greater number of people who use the same or compat-
ible technology, product or service. Therefore, each new 
network user adds potential value through exchange 
with other network members (Arthur 1989; Economides 
1996). A steady rise in the number of network users in-
creases the total network value for all participants, so 
a considerable part of overall product value is attrib-
uted to the existence of network effects (Arthur 1990). 
Market winners in a variety of industries, including the 

telecommunications industry, tend to have these attri-
butes associated with them. 

Since the number of network users is assumed to 
reflect long-term market stability (Katz and Shapiro,  
1994), consumers should generally prefer firms with 
larger installed bases (Shankar and Bayus 2003; Chun 
and Hahn 2007; Strader et al. 2007). Consequently, it 
can be especially difficult for newcomers to unseat 
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an established rival in markets where the influence of 
network externalities is strong. Moreover, given the 
value consumers place on installed base and market 
dominance, feature-richness and quality may lose in 
importance – with the result that the “best” product or 
service does not always win (Farrell and Saloner 1986; 
Katz and Shapiro 1992; Dranove and Gandal 2003). 

Network effects can be viewed as positive external-
ities and/or as the utility the consumer gains by con-
suming a good itself, which increases with the num-
ber of other persons who consume the same good 
(Katz and Shapiro 1992). Varian et al. (2004) provides 
a simple way of looking at network effects, explaining 
that the value of the membership of one user (in a net-
work) is positively affected by another user who joins 
and thus increases the network. Church and Gandal 
(2005) argue that network effects exist if the utility of 
consumption depends positively on the total number 
of consumers who buy a compatible product. 

The existence of network effects in any particular 
industry involves new types of market dynamics – 
both for the network users (consumers) deciding to 
join a network and for manufacturers deciding on pro-
duction (Goolsbee and Klenow 2002). In their decision 
to join a network, the consumer will consider network 
future size, which incentivizes the companies to in-
vest in growing their network– substituting at times in 
the short term extra profit for long-term success and 
even a de facto monopoly (Economides 2009). Once 
the network has been established, markets favor the 
leading product at the expense of others. It is often 
a strong lock-in effect, and it raises problems of stan-
dardization and interoperability (Farrell and Saloner 
1985; Katz and Shapiro 1994; Gruber and Verboven 
2001).

Based on the outlines given above, we may easily 
cite many examples of industries that rely on network 
effects. In fact, any form of consumption with posi-
tive feedback to a similar degree, both on the demand 
and supply sides, could be understood under the term 
“network effects” or, if not internalized, “network exter-
nalities” (Liebowitz and Margolis 1994). Moreover, such 
a broad definition makes it difficult to define a uniform 
set of characteristics of the network, where every user 
is both a “consumer” and, willingly or not, a “supplier” of 
the established standard. Still, most authors agree that 
various forms of network externality significantly affect 
the consumers’ decision to join a given network. When 
doing so, the consumer in fact considers a series of dif-
ferent direct and indirect network effects – albeit often 
with a poor understanding of their significance or value 
(Zaimovic and Avdic 2014).

The aim of this research is to analyze the sig-
nificance of network effects in the Bosnian and 

Herzegovinian (henceforth, BiH) telecommunica-
tions market. The main question that we investigate 
is to what extent traditional network effects, including 
some non-traditional factors, play a role in consumer 
decision-making and loyalty in a developing telecom-
munication market. In this analysis we rely on new 
targeted survey data gathered in BiH. We apply rel-
evant probability modelling in our estimation of the 
main determinants of consumers’ operator choices to 
join a given network, and while we have identified a 
number of contemporary network effects, customers 
by large are still allied to carriers identified as ethni-
cally “theirs”. The main contribution of this paper is the 
finding that ethnicity remains an important determi-
nant in the telecom market of a post-conflict economy 
and it trumps standard networking effects in terms of 
its magnitude. This is an important implication that 
should be considered in future research and by policy 
makers as well. 

In our study, we start with a standard qualitative lit-
erature review (Section 1) that discusses the existing 
findings linked to our study as well as identifies some 
shortcomings that we aim to address. Next, we ex-
plain our research methodology (Section 2) through 
a description of the data used in empirical modelling 
and an explanation of our model specification choice. 
In Section 3 we provide a qualitative interpretation of 
our findings and continue by discussing the implica-
tions of the findings (Section 4) on future research. 
The last section concludes the paper. 

1. 	Literature review

There is a growing and rather heterogeneous lit-
erature focused on the different determinants and 
dimensions of network effects. For example, McIntyre 
and Subramaniam (2009) list 22 empirical studies pub-
lished over the last 25 years, while Birke (2009) reports 
a list of 37 research-based works identified over the 
past 28 years. Given the focus of this paper, we discuss 
a number of relevant studies in the past ten years. With 
a more specific focus on mobile telephony, Kim and 
Kwon (2003) analyze more than 1,000 subscribers of 
one of the five main South Korean mobile telephony 
networks. They apply a conditional Logit estimation 
to determine whether consumers prefer larger mobile 
networks and conclude that indeed they do (“size ef-
fect”), not least because of the discount for calls with-
in the network. The authors also point out that signal 
or network quality is an additional source of network 
effects. Fu (2004) had similar finding and also verifies 
that the install subscriber base is an important factor 
in Taiwanese consumer’s operator choice, and that 
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subscriber bandwagon effect is related to on-net/off-
net pricing. 

On the other hand, Suarez (2005) looks at quarterly 
data from 177 operators from 47 countries in North 
and South America between 1992 and 2001. The au-
thors investigate the mobile operators’ selection of 
technology, on one hand, and consider interdepen-
dency of selection between the countries on the 
other hand. Operators were free to choose between 
three rival standards; the global system for mobile 
telecommunications, time division multiple access, 
and code division multiple access. While there is some 
interoperability between systems and all subscribers 
can call each other, other important characteristics 
of the technologies remain incompatible. The author 
concludes that the mobile operators’ choice of tech-
nology is not influenced by the total installed base of 
the given technology, but by the installed base in the 
countries with which the operator expects the stron-
gest communication ties (traffic). Suarez supports this 
claim with the finding that gross network size is a rela-
tively poor proxy for network value and that other at-
tributes may be contributing to the benefits of an in-
stalled base in network industries. Weitzel et al. (2006) 
argue that such attributes may include ties between 
network partners, as well as the density and topology 
of user networks.

Koski and Kretschmer (2005) present an analysis of 
32 industrialized countries between 1991 and 2000 
looking at the start-up of the GSM 2G networks. They 
conclude that standardization considerably accelerat-
ed entry and diffusion of 2G technology and that price 
competition within standards is less aggressive than 
competition between them. More surprisingly, they 
find that liberalization of fixed line telephony mar-
kets itself accelerates commercialization of GSM 2G 
networks. Using the same approach, Doganoglu and 
Grzybowski (2007) measure the impact of network ef-
fects on the penetration of mobile telephony into the 
German market between 1998 and 2003. They find 
that in the absence of network effects penetration lev-
els for mobile phones would have been at least 50% 
lower by the end of the period in focus.

Birke and Swann (2006) provide an overview of 
the impact of price changes on the structure and vol-
ume of traffic. Having analyzed market data for the 
four largest mobile operators in Great Britain over five 
years, as well as for 1000 households in three stages, 
the authors conclude that an additional one percent 
discount on intra-network calls results in a 0.46% re-
duction in the ratio between on- and off-network 
calls. Interestingly, by using a Multinomial Logit esti-
mation of operator choice, the authors find that each 
additional family member using the same network 

has much the same effect on operator choice as an 
overall increase of 9.2 million in the subscriber num-
bers for that network. Moreover, Birke, Swann (2006) 
also demonstrate that household members coordi-
nate their choice of mobile phone carrier, so that, 
while the mobile phone networks were highly com-
patible with each other from a technological point of 
view, network effects were often induced by network 
operators through higher prices for off-net than for 
on-net calls. Birke (2008) investigates a large European 
mobile operator, looking for interdependency be-
tween the decision to switch networks and price dif-
ferentials between on- and off-net calls. Social net-
works were added as an independent variable to the 
model. This study identifies that consumers prefer to 
be in the same network as those they communicate 
most with. If a co-worker switches to another network, 
the probability a given individual will also change net-
work doubles. Lower prices for on-net calls can also be 
an entry barrier to switching networks. 

In the extension of their earlier study, Birke and 
Swann (2010) confirm that the respondents coordinate 
choice of mobile carrier. They also identify the presence 
of social networks in carrier selection. This is a similar 
finding to that of Corrochera and Zirulia (2009); these 
authors conclude that Italian students who spend more 
time and pay more attention to the selection of mobile 
carrier are also those who pay more attention to local 
network effects and appreciate more operators’ selec-
tion of their contacts.

In the analysis of the strength of network effects 
on the Polish market between 1996 and 2001, Grajek 
(2010) finds that the estimated market size without 
network effect would have been 15 times smaller 
than it actually is with network effects. They find that a 
strong tendency to reduce off-net calls results not just 
from lower prices for on-net calls, but also from other 
effects as well, including signal quality and conformist 
behavior on the part of users. Grajek and Kretschmer 
(2009) report that user heterogeneity dominates net-
work effects, while different technological generations 
are complements in terms of usage, but substitutes in 
terms of subscription. One the other hand, Haucap 
and Heimeshoff (2011) in their investigation find that 
consumers may overestimate savings that result from 
reduced on-net charges and do not correctly incorpo-
rate the structure of on-net and off-net calls in their 
calculations to find optimal tariffs.

In a more recent study, Sobolewski and Czajkowsi 
(2012) use a multinomial logit model to identify the 
presence of strong network effects in the Polish mo-
bile market. They attribute these findings to the ratio 
of the respondents’ social group using the same op-
erator and to the strength of on-net price discounts. 
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In addition, their finding indicates that the degree of 
price-based competition between mobile operators 
is limited by non-price factors, which do contribute to 
subscribers’ choices. Also, Karacuka et al. (2013) ana-
lyzes local network effects on operator choice in the 
Turkish mobile market and relying on a nationwide 
survey they find close relationship between opera-
tor choice and the carrier selection of other people 
in their local area rather than the overall size of the 
operator. 

Basaran et al. (2014) rely on multinomial and con-
ditional logit estimations to examine the operator 
choice decisions of subscribers in the Turkish mobile 
market. They find that overall subscriber base and car-
riers’ pricing strategies are important factors to new 
subscribers. In addition, their finding further empha-
sizes that social networks, compared to price or the in-
stalled base, have a more significant influence on op-
erator choice and that subscribers that have already 
selected their carrier are more reluctant to switch 
because of established contact and the advantages 
of lower on-net prices. In other words, Basaran et al. 
(2014) confirm that social network ties, like family, 
friend or colleagues, are more important in their selec-
tion than prices or the overall size of the operator.

Building on the studies presented above, we de-
velop a model for investigating the consumer selec-
tion of mobile service providers currently operating 
in Bosnia and Herzegovina. The mobile service was in-
troduced few years after the Bosnian war (1991-1995). 
Under the initial mobile provision licensing arrange-
ment (licenses issued in April 2001), all three carriers 
(BH Telecom, Telecom Srpske and Croatian Telecom) 
were obliged to provide signal coverage over 80% of 
the country’s territory by 2004 (including all major 
cities and roads). BH Telecom was the first one that 
achieved this goal, in 2003, significantly exceeding 
the threshold level, and by 2006 all three had met this 
licensing requirements provision. By 2010, the signal 
coverage was above 95% of BiH territory and all three 
carriers had offices and sales-points in all the major 
cities in the country. Moreover, the Communications 
Regulatory Agency (CRA) had by 2008 introduced a 
number-portability service, so that by the end of 2012, 
despite some initial difficulties during introduction, it 
had become part of the standard service-packages of-
fered by all three mobile carriers. Accordingly, by us-
ing the targeted survey data from 2013, we will ana-
lyze determinants of costumers’ choice and loyalty to 
its providers.

Considering the post-conflict environment of BiH, 
it is inevitable to investigate the effect of ethnicity in 
our modeling, since different ethnic determinants have 
been already identified as important in much of the 

empirical (social) research focused on this country 
(Efendic et al. 2011; Efendic et al. 2014). This is because 
BiH is a multicultural country with one of the most ‘com-
plicated’ ethnic structures in Europe, which has been 
deepened by a number of problems in the recent past, 
including the recent Bosnian war. 

When BiH was part of ex-Yugoslavia (1945-1992), it 
was one of the six republics having the highest level 
of ethnic tolerance (Hodson et al. 1994; Dyrstad 2012). 
Unfortunately, the war caused a structural break in eth-
nic composition. This was the period when a multieth-
nic BiH went through a radical change from ethnically 
quite tolerant to quite intolerant in just a few years 
(Dyrstad 2012). Almost two decades after the war, the 
country remains highly segregated along ethnic lines, 
where the three main ethnic groups have substantial 
autonomy and control over their own ethno-territorial 
units (Bieber 2010). Ethnic divisions created during 
the war period have largely been institutionalized by 
the constitution (Bieber 2006), including initially the 
telecommunication market as well. Accordingly, the 
three telecommunications operators were initially 
organized following ethnic lines established during 
the war. When establishing their mobile services, sig-
nal coverage was also limited to specific areas within 
BiH. Establishment of the state-level Communication 
Regulatory Agency eventually produced fierce market 
competition, especially for urban areas. Nevertheless, 
our initial research presumption was that the choice of 
mobile carrier in Bosnia and Herzegovina still reflects 
the ethnicity of respondents and their being linked 
to the logic “our” and “their” providers. In the last de-
cade we have seen former state-owned and nationally 
identified telecom operators (e.g. France, Deutsche, 
or British telecom) becoming largely global service 
providers understanding the ethnic, national or racial 
dimension in carrier selection, which indicates that 
this social contextualization should receive additional 
research attention as well. BiH is a transition and post-
conflict country, and it is expected that national and 
ethnic self-identification will still play an important 
role in everyday life. Accordingly, we believe that BiH 
is a good example for assessing this social determi-
nant, which is an interesting point for further investi-
gation; thus in our model we gave special attention to 
the ethnic identification of respondents. 

2. 	Research METHODOLOGY

2.1.  Sample and data collection
The research data relates to consumers’ decision in 
selecting one of the three mobile operators in Bosnia 
and Herzegovina. The survey sample was 2,500 
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individuals covering proportionally different entities, 
regions, municipalities, ethnic groups, gender, as well 
as urban/rural areas in BiH. The interviews were con-
ducted on a face-to-face basis by a professional agen-
cy. The questionnaire was organized in two sections. 
In the first part the respondents were asked basic de-
mographic questions, and the second part was com-
posed of 15 questions relevant for this investigation. 
Descriptive statistics as well as sample demograph-
ics are provided in the Appendix1. After excluding re-
spondents who did not use mobile telephones2 the 
sample was reduced to 2,054, which was later used for 
all estimations. The final sample was 53.8% males and 
46.2% females, with 61.9% of respondents from the 
Federation of BIH, 35.2% from the RS and 2.9% from 
the Brčko District. As for self-reported ethnicity, 53.7% 
were Bosniaks, 36.1% Serbs, and 10.1% Croats. Due to 
a lack of data from state telecommunication authori-
ties our model is solely based on our cross-section 
survey.

2.2.  Model specification

The dependent variable is the mobile carrier choice it-
self (variables for BH Telecom – “bhtel,” Telecom Srpske 
– “ts” and Croatian Telecom – “ct”). A table with de-
scriptive statistics is presented in the Appendix, while 
explanations of the controlled variables are detailed 
below:

–– price – in telecommunications markets competi-
tion is often reduced to “price” as core competi-
tive and marketing strategy. While product price 
in network industries has received specific atten-
tion in the empirical literature (Birke and Swann 
2006; Grajek 2010; Sobolewski and Czajkowsi 
2012) it is often seen as a reflection of the value 
of attractive product features, including a large 
installed base or adherence to current techno-
logical standards (Brynjolfsson and Kemerer 
1996; Gallagher and Wang 2002; Gandal et al. 
2000, Srinuan et al. 2012a), or as a strategic varia-
ble to be used by the firm to develop its installed 
base, as a network industry evolves (Ohashi 
2003; Chakravarty 2003; Clements and Ohashi 
2005). In our model we asked if the price of ser-
vices was important in the decision to select a 

1	 Appendix is available at:
http://www.efsa.unsa.ba/ef/docs/Mobile_carrier_selection_Appendix.pdf 

2	 In our survey 17.9% of respondents answered that they do 
not use mobile phones, which corresponds to the official mo-
bile service penetration of 83% in BiH published by the state 
Communication Regulatory Agency at the time of the survey.

given operator3.
–– freemin and bundle – the freemin variable looks 

at how many free minutes were offered by the 
various carriers and how this affects consumer 
selection within the BiH telecommunications 
market. The variable bundle controls for how the 
vendor tailors service packages to meet con-
sumer needs and to what extent the availability 
and structure of service packages affect carrier 
selection. These variables are often included as 
marketing initiatives in mobile carriers’ “family 
plans,” “in-network” rates or “free minutes,” and 
are services designed to provide greater value 
through larger network size (Kim and Kwan 
2003; Birke and Swann 2006). 

–– family and colleague – the family and colleague 
variables control for how important it is for the 
consumer to be in the same network as his/her 
family members and professional colleagues, re-
spectively. Consumers prefer to be in the same 
network as those they communicate with most 
(Goolsbee and Klenow 2002; Suarez 2005; Birke 
and Swann 2006, 2010; Karacuka et al. 2013). 
Birke (2008) finds that when co-workers switch to 
another network the probability of a given user 
changing network as well doubles. The effect is 
even stronger for family members in the same 
network. Basaran et al. (2014) confirm that social 
network ties are more significant in operator se-
lection than prices or the size of the operator. 

–– size – overall size of the installed base is often at-
tributed to the winner-take-all nature of success 
in network industries. Companies in network in-
dustries – especially in telecommunications – as 
a matter of principle focus on building up the 
installed base as quickly as possible, with a view 
of offering future consumers greater network 
benefits (Majumdar and Venkatraman 1998; 
Schilling 2003; Madden et al. 2004). This variable 
controls for the influence of overall network 
size, or more precisely said, the overall number 
of users with a given telecom operator (Shankar 
and Bayus 2003; Asvanund et al. 2004; Chun and 
Hahn 2007; Strader et al. 2007) on consumer car-
rier choice.

–– residence – in developing mobile markets, over-
all network coverage/signal quality (Kim and 
Kwon 2003) can be the determining factor for 

3	  Please note that while some authors (e.g. Karacuka et al. 2013; 
Basaran et al. 2014) use minute-price in standard tariff plan or 
weighted prices according to respondent’s call distribution, due to 
differences in exiting tariff plans offered by the carriers in BiH, as 
well as lack of data from CRA, we estimate the importance of price 
on consumer’s carrier selection based on survey data. 
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carrier selection. This BiH country specific vari-
able codes at how network coverage in the area 
of consumers’ residence affects carrier selection.

–– landline – given the tendency to select mobile 
carrier based on a pre-existing landline con-
tract – especially during the introductory phase 
on developing mobile markets (Hausman 2006; 
Karacuka et al. 2011; Srinuan et al. 2012), we in-
troduce the variable landline in order to investi-
gate the importance of this link. 

–– no-porta – this variable looks at the extent to 
which a customer’s decision to change service 
providers is affected by the additional cost in-
curred, i.e. whether they would change carrier 
if there were no additional charges and if they 
could keep their phone number (Liebowitz and 
Margolis 1995; Shy 2002). The cost of switching 
is often cited as one of the main elements con-
tributing to a lock-in situation in network mar-
kets (Farrell and Klemperer 2007; Srinuan et al. 
2012a). In telecommunications, this is often re-
lated to the ability to transfer mobile numbers 
between carriers. 

–– vas – value added services and complementary 
products are often considered crucial to net-
work development (Brynjolfsson and Kemerer 
1996; Gupta et al. 1999; Gallagher and Wang 
2002; Venkartman and Lee 2004; Clements 
and Ohashi 2005; Duan and Chen 2007). In our 
model, we looked at how available value added 
services and the range of complementary prod-
ucts/services impact consumers’ decision-mak-
ing in carrier selection.

–– alt_oper – a specific feature in transition and 
developing telecommunications markets – the 
coexistence of dominant and emerging “alter-
native” telecom operators – is often seen as a 
matter of particular concern for the regulators 
(Kotski and Kretschmer 2005). In this study, we 
investigate whether the presence of alternative 
operators has any impact on the quality of ser-
vices offered by the dominant operators, and so 
in turn on user preference in carrier selection. 

–– quality and crm – service quality and customer 
relations more generally are frequently cited, al-
beit not uncontroversially, as the main sources of 
indirect network effects (Liebowitz and Margolis 
1994; Weitzel et al. 2006; Beck et al. 2008). We use 
the variables quality and crm to assess the influ-
ence of these factors on carrier choice in BiH.

–– new_tech – introduction of new technologies is 
one of the fundamental competitive principles 
in telecommunications markets. A major driv-
er of key success factors in many, if not most, 

mobile service markets is the introduction of 
new technologies (Liikanen et al. 2004), which is 
more often ascribed to the need to construct a 
competitive position than to user preference or 
needs. By including this variable in our model, 
we explore the impact of technology. 

–– ethnicity – as explained earlier, because of the 
post-conflict context of the country, in our 
model we have paid special attention to a vari-
able that codes different ethnicities. Hence, we 
control for the self-reported ethnicity status in 
our modeling procedures following previous 
research conducted in BiH (Efendic et al. 2011; 
Efendic et al. 2014). 

–– Finally, the traditional individual/demographic 
variables controlling for gender, age, education, 
region, and urban/rural are also included in the 
initial model. 

–– We estimate our model using binary Logit meth-
odology4, which is a multiple regression model 
applied to a binary dependent variable. We rely 
on a Logit but not on an OLS estimate because 
OLS for this binary model is not efficient and the 
conventional assumptions for the error term do 
not apply (Heij et al. 2004). However, still it is pos-
sible to use a non-linear version of the OLS, but 
the Maximum Likelihood Estimation technique 
is easier to use and it has an advantage over OLS 
because it takes into account the heteroskedas-
ticity of the data (Wooldridge 2006).

Following Wooldridge (2006) our general state-
ment of a binary response model was as follows:

)ˆ()ˆ...ˆˆ()1( 221 ββββ ⋅=+++== xGxxGxyP kk

The binary dependent variable representing the 
selection of one of three mobile operators in BiH, 
where “x” is the 1xK vector of the “k” independent 

variables, “ β̂ ” is Kx1 vector of the coefficients to be 
estimated including a constant as the first term (i.e., 

kk xxx ββββ ˆ...ˆˆˆ
221 +++=⋅ ). “G” is a function taking 

on values between zero and one for all real numbers 

“z”, i.e., .1)(0  zG  “ )1Pr( xy = ” is the probabil-
ity that the dependent variable takes a value of “1” 
conditional on the given values of the independent 
variables. In other words, the effect of a particular 
variable in the model is estimated conditional on the 
given values of all other independent variables in the 

4	  Appendix with Logit and Multinomial logit baseline estimations 
is available at: 
http://www.efsa.unsa.ba/ef/docs/Mobile_carrier_selection_Appendix.pdf
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specification, including the constant term. The pre-
dicted probabilities are calculated conditional on the 
set of all explanatory variables. It is not practical to 
explain how every possible combination of indepen-
dent variables in the model could affect the predict-
ed probability. However, the most useful outcomes 
are obtained by calculating marginal changes in the 
model that provide information on how the outcome 
probability changes as a particular variable changes 
from zero to one, holding all other variables constant 
(Efendic 2010). Since our independent variables in the 
base specification are binary explanatory variables, 
then the partial effect (i.e., marginal change – MC) 
from changing a particular independent variable “xk” 
from zero to one, holding all other v  ariables fixed, is 
calculated from the following formula:

1 2 2 1 1

1 2 2 1 1

ˆ ˆ ˆ ˆ( ... )

ˆ ˆ ˆ( ... )

k k k

k k

MC G x x

G x x
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− −

= + + + +

− + + +
Since our dependent variable has more than two 

values, we will also be estimating a Multinomial Logit 
Model, which is, however, not too different from a bi-
nary Logit model, insofar as it estimates separate bi-
nary Logit models for each pair of outcome categories 
(Long and Freese 2006). As estimation of the predict-
ed probabilities again depends on all the explanatory 
variables in the model, a problem of over-interpre-
tation arises, especially as we are dealing with three 
possible combinations of results. As with the Logit 
model, more “useful” information can be obtained by 
calculating marginal changes. For the Multinomial 
Logit Model the marginal change calculation is rath-
er complicated (Wooldridge 2006) since it depends 

on all the Jjk ,β̂  combinations. However, it may be 
obtained through the following equation (Long and 
Freese 2006).
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Our baseline results reported below are from the 
binary Logit estimates since we want to examine the 
effect of ethnicity for every mobile operator separate-
ly. As part of the robustness analysis, we have also esti-
mated models using binary Probit estimation, but the 
results did not differ with respect to the sign or sig-
nificance of the estimated coefficients. We reach the 
same conclusion if we estimate a Multinomial logit 
model for three possible outcomes.

Following good research practice, we first re-
port the model diagnostics. Both the Likelihood ra-
tio as well as Wald test for all three models reject the 
null hypothesis at the highest level of significance 
(p=0.000) that the variables included in the model are 
jointly equal to zero. We also performed a Hosmer-
Lemeshow test, which compares predicted probabili-
ties from the model with the observed data (Long and 
Freese 2006), providing simple measure of fit. The re-
sults do not reject the null hypothesis at any conven-
tional level of significance, and the estimated models 
for all three operators do fit well. All estimations were 
implemented in Stata 11 software. 

3. 	Discussion of results

The following table provides a summary of the 
baseline results for the three estimated models. 

In the initial specification we included standard 
demographic/individual variables, namely, variables 
controlling for gender, age, education, region, and 
urban/rural area. However, none of these variables is 
significant at conventional levels of statistical signifi-
cance. Since the model diagnostics proved to be bet-
ter when we exclude these variables from the model, 
they are not used in the final specification. It is impor-
tant to note that the obtained results remain fully con-
sistent in terms of statistical significance, estimated 
signs and even magnitudes. This checking was part of 
our robustness procedure and this estimation is avail-
able upon request from the author. 
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Table 1:  The baseline model results for three mobile carriers (marginal effects)

BH Telecom (bhtel) Telecom Srpske (ts) Croatian Telecom (ct)

y= .33466307 y= .49316423 y= .04167889

dy/dx P>|z| dy/dx P>|z| dy/dx P>|z|

price .0140865 0.853 -.0826943 0.348 .0167330 0.288

freemin .0990555 0.132 -.0791755 0.366 -.0108697 0.682

bundle -.1558778 0.008 .2292977 0.000 -.0202078 0.263

family .0459241 0.458 .0109260 0.883 -.0448478 0.163

colleagu .0926880 0.085 -.1511037 0.018 .0170350 0.210

size .0325199 0.424 -.0616852 0.192 .0081288 0.468

residenc -.1181989 0.172 -.0427972 0.610 .0435347 0.000

landline .1471261 0.000 -.0950502 0.046 -.0367917 0.010

no_porta -.0803368 0.045 .1095778 0.024 -.0058088 0.614

vas -.0692966 0.140 .1838933 0.000 -.0291176 0.033

alt_oper -.0280931 0.502 .0623393 0.193 -.0003097 0.978

quality -.1075267 0.177 .0508576 0.555 .0164984 0.236

new_tech -.1129992 0.018 .0010552 0.984 .0364896 0.002

crm -.0678995 0.342 .1349609 0.084 -.0093271 0.657

bosniacs omitted5 -.8106514 0.000 -.2732839 0.000

serbs -.7322741 0.000 omitted -.1899129 0.000

croats -.3820513 0.000 -.5789735 0.000 omitted

BH Telecom (bhtel) Telekom Srpske (ts) Croatian Telecom (ct)

Number of obs. = 1,519 = 1,519 = 1,519

Likelihood ratio test chi2(17) = 1006.21 
Prob > chi2 = 0.0000

chi2(17) = 1025.92 
Prob > chi2 = 0.0000

chi2(17) = 394.76
Prob > chi2 = 0.0000

Wald test chi2( 17) = 458.28
Prob > chi2 = 0.0000

chi2( 17) = 480.10
Prob > chi2 = 0.0000

chi2( 17) = 282.00
Prob > chi2 = 0.0000

Hosmer-Lemeshow test chi2(8) = 10.17
Prob > chi2 = 0.2531

chi2(8) = 9.80
Prob > chi2 = 0.2795

chi2(8) = 6.69
Prob > chi2 = 0.5704

5

We start our discussion with the results obtained 
for the standard network determinants in the model. 
There is only one significant variable for all three es-
timated models – the variable landline. Assuming no 
change in the other parameters, consumers of BiH 
Telecom value the link between mobile and landline 
carrier and select BH Telecom over the other two car-
riers (15% higher probability). Since BH Telecom still 
maintains a leadership position in major urban ar-
eas and business centers6 this result is not surprising. 

5	 In each model the ethnic variable with significant correlation 
has been omitted from the presented results. In the case of BH 
Telecom this variable is “Bosniaks”, for Telecom Srpske “Serbs” and 
for Creation Telecom “Croats”.

6	  The Penetration level for landline telephony in households is 
estimated at 80% (CRA 2013).

Accordingly, this mobile carrier exploits the “landline 
link” locking-in customers to affordable and integrat-
ed service packages7. On the other hand, this variable 
is significant but negative for the other two carriers, 
hence suggesting an antipodal valuation of the land-
line variable. This to a certain extent can be attributed 
to the shifting corporate policies of Telecom Srpske 
and Croatian Telecom towards the largest competi-
tors’ market (BH Telecom) and thus services offered to 
customers have to be designed without relying on an 
existing consumer-base. 

7	  Integrated services (Dual, Triple or Quadruple) in telecommu-
nications is a term for providing service over a single broadband 
connection: exp. broadband Internet access, television, telephone 
and discriminatory pricing for selected mobile numbers.
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Next to landline, the variable bundle and no_porta 
are statistically significant for two direct market com-
petitors – BH Telecom and Telecom Srpske, but with 
different signs. In other words, ceteris paribus, consum-
ers are less likely to select BH Telecom as their mobile 
carrier, if they value a service-package customization 
(bundle, -16%) or can switch carrier without additional 
cost (no_port, -8%) while keeping their phone num-
ber. Contrary to BH Telecom, in the Telecom Srpske 
model the bundle variable has a positive effect (22%), 
giving Telecom Srpske a lead amongst customers who 
value service-package customization. The obtained 
coefficient on the no_porta variable (estimated at the 
border line of significance) indicates that number por-
tability and switching costs are to a certain extent is-
sues to consider in carrier selection among the users 
of Telecom Srpske (11%).

In looking at variables significant for a particular 
carrier in the BH Telecom model, the variable new_
tech indicates that the consumers are less likely (-11%) 
to select BH Telecom as their mobile carrier if they val-
ue new technology and solutions offered. Opposed to 
this is the finding for Croatian telecom; the new_tech 
variable is both significant and positive in sign, so 
even though the value for marginal effects are rather 
small (4%), it does indicate that customers are more 
likely to select Croatian Telecom as their carrier if they 
value new technologies and services. Furthermore, we 
find that the customers who value value-added servic-
es – vas - and complementary products are more likely 
to join the Telecom Srpske network (18% higher prob-
ability). Additionally, the significance of colleague vari-
able reveals additional decision-making preferences, 
indicating a lack of importance of social ties in carrier 
selection. Consumers are less likely to select Telecom 
Srpske as their mobile carrier (-15%) if they place lit-
tle importance on social networking with colleagues 
from work. On the other hand, this variable is positive 
(9%) for BH Telecom customers, confirming the impor-
tance of social ties in the selection of BH Telecom.

Finally, bearing in mind post-war realities in BiH, it 
was important to investigate whether ethnicity plays 
a significant role in consumer decision-making. The 
results do suggest that almost 20 years after the war 
ethnicity still plays an important role. In all three mod-
els, the variable that codes ethnicity of the respondent 
is significant at the highest level (p=0.000), with very 
high marginal effects and negative signs for carriers 
considered to belong to “other ethnicity’” (i.e. not the 
respondent’s ethnicity8). Looking at the results for BH 

8	  As expected, we observed a relationship between the carri-
ers and the associated ethnicity based on the predominant con-
sumer base and ethnic majority territory. For BH Telecom, this are 
Bosniaks; for Telecom Srpske, Serbs; and for Croatian Telecom, 

Telecom (dominant in the majority Bosniak areas), the 
results suggest that in 73% cases the Serbs and in 38% 
cases the Croats are less likely to select BH Telecom as 
their mobile carrier in comparison to Bosniaks. Similar 
results are obtained for Telecom Srpske (dominant in 
majority Serb areas) – there is 81% smaller probabil-
ity that Bosniaks and 58% smaller probability that the 
Croats are likely to select Telecom Srpske as their car-
rier. Finally, for Croatian Telecom it is less likely by 19% 
that Serbs and less likely by 27% that Bosniaks are 
going to choose Croatian Telecom (dominant in the 
Croatian majority area) as their mobile carrier in com-
parison to Croats. 

4. 	Research implications

Although we identify the importance of standard 
network effects in our research, we find that consum-
ers’ ethnic self-reported identity plays an important 
role in carrier selection. The effect of ethnicity is the 
“best identified” in terms of significance, “consistent” 
sign and magnitude for all three operators. However, 
we find that control variables associated with more con-
temporary network effects remain important. For ex-
ample, the link between landline operator and mobile 
carrier (the landline variable) remains significant for all 
three operators9. The variable is positive for the largest 
telecom operator – BH Telecom – since consumers value 
the benefits of having a large network in both landline 
and mobile communications, as well as coverage in the 
biggest urban areas in the country. The negative sign 
comes as something of a surprise for Telecom Srpske 
since this is the second largest operator in the country 
providing landline services to a large network of house-
holds and businesses. Here the lack of importance of the 
landline-mobile link for Telecom Srpske users can be at-
tributed to the fact that the operator was recently priva-
tized and has conducted a persuasive and aggressive 
marketing campaign in the areas where they tradition-
ally do not have a large user base. This has been accom-
panied with a steep increase in the number of mobile 
service users obviously not valuing the link with their 
landline service providers. The case is similar for Croatian 
Telecom, whose installed user base is the smallest with 
regard to both landline and mobile service provision, so 
that the association with landline provision, although 
significant, is negative. This to a certain extent confirms 
that these two operators have “won-over” customers in 

Croats. In our estimations for each model we omitted these spe-
cific variables and focused on the two other ethnicities.

9	  At present, all three operators provide both landline and mo-
bile services.
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the territories they cover, so that their goal is now to 
make inroads into the BH Telecom market and develop 
their strategies for attracting customers. 

Our research indicates that respondents are the 
most critical towards the largest operator and we find 
as many as three variables with a negative sign. Thus, 
whether customers base their operator choice on the 
customer packages being offered in mobile telephony 
– bundle (-16%), or on the ability to transfer their num-
ber – no_port (-8%), or indeed new technology – new_
tech (-11%), or on any of the other fixed parameters, 
they are less likely to choose BH Telecom than the oth-
er two operators. A number of reasons could be given 
for these results, but the fact is that BH Telecom covers 
largely urban areas; has a customer base with prob-
ably the highest educational profile; and is by far the 
largest and more advanced carrier – its customer ex-
pectations are rather high and thus are more critical. 

With regard to Telecom Srpske, it is particularly in-
teresting that the two variables that were negative for 
the largest competitor, namely bundle and no_port, 
are positive. Indeed, for customers for whom the 
mobile service packages being offered (23%) as well 
as number portability without additional cost (11%) 
are of main concern, the Telecom Srpske is the more 
likely choice. Moreover, the only negative variable for 
Telecom Srpske is the variable relating to consumers’ 
social ties, or in our case whether the operator is being 
used by friends or colleagues from work. Interestingly, 
this variable is opposite in sign to that of its biggest 
competitor (BH Telecom) as this value is negative for 
Telecom Srpske (-15%), while for BH Telecom it is posi-
tive (9%). This all suggests that Telecom Srpske’s busi-
ness policy is clearly directed toward market competi-
tion, with its biggest competitor aggressively pursuing 
BH Telecom’s consumers.

BH Telecom should also be worried by the fact that 
all the indicators from the descriptive statistics show 
a comparative relationship between BH Telecom and 
Telecom Srpske as two directly competing operators. 
Also, customers particularly value aforementioned ser-
vices (bundle and no_port) for which BH Telecom has 
negative values and scores worse than the other two 
carriers. Among the three carriers, customers who re-
sponded in the survey that they value service packages 
offered by the carrier (-16%) and number portability 
without additional cost (-8%), are less likely to select BH 
telecom as their carrier. 

In looking at the results presented above, we have 
seen that consumers pay little attention to service price 
and do not correctly asses the structure in their calcula-
tions to find optimal tariffs, to some extent confirming 
the findings of Grajek (2010) as well as Sobolewski and 
Czajkowsi (2012). Also, our findings have confirmed 

those of Karacuka et al. (2013), that carrier selection is 
closely related to other people in their local area car-
rier choice, rather than the overall size of the operator 
or price. Finally, our findings clearly show that social 
networks, compared to price or the installed base, have 
more significant influence on operator choice, confirm-
ing the findings of Birke (2008) and Basaran et al. (2014).

Thus far, in available research, we have seen the 
use of a number of traditional control variables (e.g. 
gender, age, education, rural/urban, etc.) while to our 
knowledge, the ethnicity of the respondents has been 
neglected. In the case of BiH, because the service pro-
vision by mobile carriers has been countrywide for al-
most a decade, we considered it important to assess 
whether perceptions of their ethnic self-assessment 
have influenced carrier selection and to what extent. 
In spite of the long list of positive trends evident from 
the preceding analysis, our model indicates clearly 
that the variable coding ethnicity still represents a 
rather significant factor in the model. A particularly 
strong association between the variables represent-
ing ethnic self-assessment and choice of carrier con-
firms that the majority of respondents still view either 
directly or indirectly (we cannot make this distinction) 
the carriers as representing ethnic categories. In oth-
er words, the respondents are still more inclined to 
choose or to stay with a mobile carrier perceived as 
“their own,” while not ignoring conventional network 
effects. Although limited to a post-conflict country, 
this study provides a look at carrier selection while 
assessing the influence of the ethnic dimension of re-
spondents. Understanding ethnic, national or racial 
dimensions in service provision in today’s social con-
text should receive much more attention, and with 
the changing social and ethnic landscape in Europe 
the findings presented in this study could serve as an 
initial look at possible challenges ahead.

 

	 Conclusions

In this paper we analyze the role of network ef-
fects in mobile service provision in BiH by relying 
on respondents’ (consumers) perceptions. While we 
identify a number of contemporary network effects, 
especially in relations between the two direct market 
competitors (BH Telecom and Telecom Srpske), by in 
large the customers are still overwhelmingly allied to 
the operators identified as belonging to their ethnic-
ity. Controlling for other variables, the ethnicity of the 
respondents clearly shows a particularly important 
and strong influence when it comes to the selection 
of “ethnically suitable” carrier, as well as negative val-
ues for the “other” two carriers. Apparently, ethnicity 
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remains an important determinant in this market and 
trumps standard networking effects in terms of mag-
nitude. We believe that this is the main contribution of 
this paper and that it applies more generally to post-
ethnic-conflict societies. 

Network effects remain an important aspect of anti-
rust and regulatory analyses in mobile services as they 
directly influence consumer’ decision to opt for a carrier. 
What we have seen from our study is that a traditional 
network effect, for example price or network size, is not 
perceived by users as important, and that market dy-
namics rely on a different set of pertinent issues. The 
link between landline and mobile service provision has 
a significant effect for all three estimated models, but 
with different signs. This link is significant and positive 
for users of the largest telecom operator in the country 
(BH Telecom). Interestingly, when customers base their 
operator choice on the quality of service packages be-
ing offered or the ability to transfer their number to a 
different carrier, they prefer Telecom Srpske (the second 
largest carrier), confirming to a certain extent that the 
development of better quality customer packages has 
resulted in attracting customers who are slowly losing 
sight of carrier “national prefix”. Consequently, we have 
seen Telecom Srpske (now renamed to: “m:tel”) gradu-
ally making inroads into the Federation of BiH market, 
particularly the BH Telecom market. In all, attributing 
dramatic changes in demand for telecommunication 
services only to price competition (a significant drop 
in end-user prices in practically all telecommunication 
services), and by ignoring network effects, could result 
in misaligned competitiveness strategies and overall ap-
proaches to consumers (Zaimovic et al. 2015). 

Although we do find some of the contemporary net-
work effect to be significant in the mobile carrier mar-
ket, the values associated with the variable that codes 
ethnicity lead us to conclude that the choice of carrier 
is still largely based on the ethnic identification of the 
individual carriers as “ours” – which in itself, at least for 
Bosnia and Herzegovina, could now be viewed as a net-
work associated externalities. 

Finally, we would like to mention some of the limi-
tations of this research. First, we base our research 
on survey data, which means that we are working 
with perceptions of respondents but not on measur-
able outputs or their real decisions. Accordingly, what 
people say is not necessarily something they do; their 
answers might be subjective and contain perception 
bias. Still, personal opinions are welcomed and inter-
esting simply because people are the best judges of 
their own interests and their views are often more rele-
vant than opinions of some high experts, planning au-
thorities and even some statistical indicators (Efendic 
and Pugh 2015). Bearing in mind this is a cross-section 

survey, the time dimension and potential timing ef-
fects in the model remains to be explored. The model 
specification was built on a theory including some 
country-specific determinants, but always some new 
determinants might be relevant to explore, including 
other methodologies. In particular, it might be inter-
esting to explore potential endogeneity caused by the 
simultaneity of some networking effects, which we 
cannot address at this time. 

For future research it could be interesting to fur-
ther explore the effect of ethnicity in the model by 
estimating multi-level models based on location of re-
spondents or the structure of different groups within 
the same ethnicity. It could be important to control 
for ethnic diversity at the local level and its effect in 
the model, as well as other post-conflict determinants 
(e.g. the war (e)migrant status, international migration 
experience, including some interaction effects). In ad-
dition, considering the presented findings, although 
limited to the context of BiH, understanding the eth-
nic, national or racial dimension in service/product se-
lection in today’s social context should receive more 
attention. Also, in the recent decade we have seen a 
number of state-owned telecom operators making 
investments in rebranding and market re-profiling, 
shifting away from their initial image to a more “ge-
neric one” (e.g Deutsche telecom to t-com or France 
Telecom to Orange, etc.). Following findings presented 
in this study, assessing possible changes in consum-
ers’ carrier choice in EU countries - provided that they 
are familiar with operator history and pre-rebranding 
title - might provide an interesting new perspective 
on consumers’ carrier decisions. Finally, replication of 
this study in other post-conflict environments, espe-
cially in the South-East European region, is welcomed, 
as well as retesting these results in BiH with the inclu-
sion of a dynamic component. 
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Risk is omnipresent in all financial transactions and 
has become the center stage of every economic activ-
ity. The need to manage price risk against unwanted 
fluctuations in asset value by hedgers and risk-averse 
investors has led to the emergence of derivatives like 
futures, options, swaps ,etc. (Bose, 2006) Specifically, 
hedging involves transferring price risk from entities 
less willing to take risk to those more willing or able 
to do so. Therefore, besides hedgers, speculators also 
very actively trade in the futures market.

Ederington (1979) suggests that a hedge is said to 
be effective if it reduces portfolio variance to a mini-
mum level and is highly affected by the behavior of 
basis1, the liquidity of futures contracts, the time-to-

1	  Basis in the literature means difference between futures price 
and cash price.

maturity of futures contracts, the risk aversion of in-
vestors, hedge horizons and price trends in the mar-
ket (eg. See Figlewski, 1984). For instance; Chang et 
al., (2010), observed that hedge effectiveness is found 
to be higher in a bull market than in a bear market, 
which may be attributed to the fact that low volatility 
appears in uptick markets and vice-versa.
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King and Wadhwani (1990); Majid and Kassim 
(2009); Karim et al. (2011) and Sugimoto et al. (2014) 
also observe that a financial crisis in one country al-
ways devastates the financial health of other major 
economies of the world in terms of its spillover ef-
fect. The recent financial crisis of 2008 originated in 
the United States and spread over Europe and Asia, 
thus weakening their economic and financial strength 
(Joshi, 2012). A major impact has been observed in the 
financial health of these nations in the form of signifi-
cant changes in the structure of price trends in their 
financial markets. The crisis drove down equity levels 
across the globe and major stock markets of the world 
exhibited the persistence of the volatility during the 
crisis and post-crisis period (Mazumder and Ahmad, 
2010; Al-Rjoub and Azzam, 2012; Ali and Afzal, 2012 
and Singhania and Anchalia, 2013). 

It has also been observed that the global financial 
crisis of 2008 significantly impacted the volatility of the 
Indian stock market (Ali and Afzal, 2012; Joshi, 2012 
and Dufrénot and Keddad, 2014). Moreover, futures 
trading is not only popular in developed markets of 
the world, but is equally popular in emerging markets 
like India, which is evident from the fact that Indian 
equity futures consistently rank amongst the top five 
markets of the world for the last decade2. However, to 
the best of our knowledge, in the Indian context only 
a few attempts have been made to examine hedge ef-
fectiveness (Bhaduri and Durai, 2007; Rao and Thakur, 
2008; Gupta and Singh, 2009 and Pradhan, 2011) and 
these studies have primarily focused on examining a 
superior methodology for determining an optimal 
hedge ratio. Therefore, the present study is an attempt 
to shore this literature gap by examining the impact of 
the 2008 financial crisis on the hedging effectiveness 
of futures contracts, and also to study the relationship 
between hedging effectiveness, price trends and the 
time-to-maturity of equity futures contracts in India.

Further discussion in the study has been organ-
ized into four sections: Section 2 presents a detailed 
literature review of hedging; Section 3 discusses the 
database and research methodology employed for 
estimating optimal hedge ratios and examining hedg-
ing effectiveness; Section 4 analyzes the results, and 
Section 5 concludes the study.

REVIEW OF LITERATURE

A strand of literature (see Table 2) observes that the 
success of hedging depends upon the strong and 

2	 Please see Monthly Reports published by the World Federation 
of Exchanges at www.world-exchanges.org

stable relationship between cash and the futures 
market that allows the hedger to hedge the price risk 
contained in his / her portfolio. However, Figlewski 
(1984); Castelino (1992) and Dimson and Mussavian 
(1998) also observe that the existence of various mar-
ket anomalies (like noise trading by investors, interest 
rate changes, transaction costs, seasonal variations, 
demand and supply conditions, informational inef-
ficiency, thin trading, etc.) disturbs the relationship 
between cash and futures markets, which leads to 
variation in basis, thereby affecting the efficiency of 
hedges. Hence, the presence of an efficient futures 
market (exhibited by an efficient price discovery 
mechanism, information assimilation efficiency and 
the existence of a strong arbitrage base) is a pre-requi-
site for efficient hedging.

Early investigations in hedging literature has led to 
the development of three different hedging theories 
based upon the varied objectives of investors, which 
includes conventional (traditional or naive) hedging 
theory, Working’s hedging theory and Portfolio hedg-
ing theory. The conventional / naive hedging theory 
assumes that the price movement in cash and futures 
markets is perfectly correlated as both markets are 
exposed to a common information set and the inves-
tor is a risk averter. Hence, it suggests that the optimal 
hedge ratio is to have an equal number of futures con-
tracts as spot exposures, but in the inverse direction, 
i.e. a long position in futures and a short position in 
cash, and vice versa. Thus, naive-hedging theory al-
lows hedgers to transfer the risk of price changes in 
the portfolio to speculators more willing to bear such 
risks (Floros and Vougas, 2004). However, this theory 
fails to cater to basis risk, i.e. the movement / change 
in spread between spot and futures prices. Moreover, 
in practice, it is unlikely that a perfect correlation ex-
ists between cash and futures prices. Therefore, in or-
der to hedge both price risk and basis risk, Working 
(1953) unveiled a new approach to hedging where the 
hedger acts as a speculator and not as a risk avoider, 
thus contradicting the naive hedging theory. Working 
argued that the objective of hedging is not to mini-
mize risk, but to maximize profits by speculating on 
basis. Thus, this theory suggests that a long hedger 
will hedge portfolio risk if the basis is expected to rise, 
whereas a short hedger will hedge if the basis is ex-
pected to fall (Gupta and Singh, 2009).

While Working’s theory proved to be an improve-
ment over the naive-hedging theory, it suffers from 
an unrealistic assumption that hedgers can maximize 
their wealth at any level of risk. Therefore, Johnson 
(1960) and Stein (1961) came out with a portfolio ap-
proach to hedging that was further extended and 
quantified by Ederington (1979). As per this approach, 
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the hedger’s objective is neither to minimize portfo-
lio risk (variance) nor to maximize profits at any level 
of risk, but to optimize the risk-return trade-off in the 
portfolio. An important contribution of the portfolio 
approach is the concept of the Minimum-Variance 
Hedge Ratio (MVHR), i.e., the hedge ratio that mini-
mizes the risk of the hedged position (Ederington, 
1979). Conventional hedging theory and Working’s 
hedging theory help in estimating a constant hedge 
ratio only, whereas portfolio hedging theory allows 
for estimating constant as well as time-varying opti-
mal hedge ratios. 

Among the three hedging theories discussed 
above, portfolio hedging theory became most popu-
lar because it allows for the estimation of both con-
stant as well as time-varying hedge ratios, unlike na-
ive hedging theory and Working’s hedging theory. 
As observed by Johnson (1960) and Stein (1961), the 
hedger always prefers a portfolio that optimizes risk 
and return. Hence, a hedger may choose the best 
hedge ratio from a wide range of hedge ratios lying 
on an efficient frontier, depending upon his / her risk 
preference. Though both naive and Ederinton’s hedge 
ratios assume the investor to be a risk averter, unlike 
naive-hedge ratio, Ederington’s hedge ratio is slope 
coefficients, which is computed as the ratio of the 
covariance of futures and cash market returns to the 
variance of future returns.

The traditional, Working (1953) and Ederington 
(1979) hedging theories have assumed the hedge ra-
tios to be constant. However, it is a well-established 
fact that a financial time series observes time varying 
patterns, and that volatility clustering is their innate 
feature (Gupta and Singh, 2009). Hence, voluminous 
literature has found that time-varying hedge ratios are 
superior to constant hedge ratios (Myers, 1991; Park 
and Switzer, 1995; Aggarwal and Demaskey, 1997; 
Moschini and Myers, 2002; Harris and Shen, 2003; 
Pattarin and Ferretti, 2004; Kofman and McGlenchy, 
2005; Floros and Vougas, 2006; Bhaduri and Durai, 
2007; Lee and Yoder, 2007 and Yang and Lai, 2009). 
Furthermore, Yang and Allen (2004) confirmed that a 
time-varying hedge ratio performs better during out 
of sample hedging. However, Lien (2005) observed 
that the OLS hedge ratio outperforms the time-var-
ying hedge ratio, which is confirmed by the findings 
of Bhargava and Malhotra (2007), who found that OLS 
performs better during the short-run. Furthermore, 
Lien and Luo (1994) commented that both constant as 
well as time-varying hedge ratios are equally efficient 
when the trader is extremely risk averse.

Ederington (1979) further suggested that futures 
hedging for longer periods performs much better 
than for shorter periods, which is also consistent with 

the findings of Figlewski (1984) who observed that a 
one day hedge is comparatively less effective than a 
one week hedge due to the presence of higher basis 
risk. Furthermore, Chen et al. (2002) also found that as 
the investment horizon increases, higher hedging ef-
fectiveness is observed, which may be due to the fact 
that market over-reactions are found in shorter hori-
zons, but that rationality prevails in longer horizons. 
Chen et al. (2004) also found that hedge ratios and 
their efficiency have a positive relationship with the 
hedging horizon, which implies that if a hedging hori-
zon is long, then the naive-hedge ratio will be close to 
the minimum variance hedge ratio. Juhl et al., (2012) 
also found that when cash and future prices are co-
integrated, a longer hedge horizon yields an optimal 
hedge ratio close to the naive hedge ratio. Moreover, 
In and Kim (2006) mentions that hedging effective-
ness does not only depend upon hedging horizon, 
but that the risk aversion of the hedger also affects 
hedging effectiveness, which implies that investors 
with low risk aversion have short-run hedge ratios 
and vice versa. Furthermore, Neuberger (1991) found 
that the rollover of futures contract adds to hedging 
effectiveness.

Moreover, Figlewski (1984) found that basis risk 
(arising from unexpected dividends on cash portfo-
lios, transaction costs, hedge duration and time to 
expiration) is an important determinant of an effi-
cient hedge ratio. A strand of literature (Table 2) has 
also observed that basis risk is positively associated 
with the time-to-expiry of futures contracts. Hence, 
for contract expiry, the hedger will be left with price 
risk only, implying that naive hedge ratio may be an 
efficient hedge ratio when a contract is approaching 
its expiry date, which is consistent with the findings 
of Ederington (1979). Moreover, Monoyios and Sarno 
(2002) found that the speed of adjustment of basis to-
wards its equilibrium value is an increasing function of 
the size of the deviations from equilibrium.

Figlewski (1984) and Stoll and Whaley (1987) sug-
gests that cash and futures markets do not tend to 
move together. Therefore, an estimation of the opti-
mal hedge ratio becomes essential for risk manage-
ment. Advancements in the literature of econometrics 
have led to the development of numerous method-
ologies for estimating an optimal hedge ratio, which 
can be either constant hedge ratios (such as Ordinary 
Least Square (OLS, VAR, VECM, etc.), or time vary-
ing hedge ratios (such as GARCH, EGARCH, TARCH, 
BGARCH, etc.). Floros and Vougas (2004) compared 
hedge ratios estimated through four models i.e. OLS, 
ECM, VECM and M-GARCH, and their findings indi-
cate that the M-GARCH model provides lower hedge 
ratios compared to other models, and captures time 
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variation, thereby improving hedging performance 
at a lower cost. On the other hand, Gupta and Singh 
(2009) found that the hedge ratio estimated through 
VAR and VECM reduced the portfolio variance to the 
largest extent as compared to other methodologies, 
as the cash and futures market observes long-run co-
movement. However, Hatemi and Roca (2006) sug-
gested that the use of the Kalman Filter approach for 
estimating the time-varying hedge ratio has been 
found to be more efficient. They also suggested that 
the time path of the estimated hedge ratio can be ana-
lyzed to determine volatility in the hedge ratio, which 
has implications in terms of the cost of rebalancing a 
hedged portfolio. Thus, hedgers can evaluate the suit-
ability of the hedging instrument to be used. A strand 
of literature (See Table 2) examining the effectiveness 
of optimal hedge ratios has found that time-varying 
hedge ratios are superior to constant hedge ratios.

However, Gupta and Singh (2009) also suggested 
that hedging through liquid futures contracts by es-
timating the long-run hedge ratio involves low hedg-
ing cost and provides flexibility to hedgers with re-
spect to time-to-expiry. Similarly, Bhaduri and Durai 
(2007) compared the optimal hedge ratios estimated 
from four models, i.e. OLS, VAR, VECM and DVEC-
GARCH and their results indicate that the time vary-
ing hedge ratio derived from DVEC-GARCH provides 
better hedging effectiveness in terms of mean returns 
and average variance reduction. However, hedge ra-
tios estimated through OLS out-perform the hedge 
ratios estimated by other methods at short time ho-
rizons in terms of average variance reduction. Rao 
and Thakur (2007) also examined the efficiency for 
the Indian Futures market and Indian options mar-
kets by comparing the JSE (Johnson, 1960; Stein, 
1961 and Ederington, 1979) and HKM (Herbst, Kare 
and Marshall, 1993) methodology for futures and fBM 
(Fractional Brownian Motion) and BSM (Black-Scholes 
Model, 1973) methodology for options. Their findings 
indicate that the HKM methodology in the case of fu-
tures and the fBM methodology in the case of options 
yield Optimal Hedge ratios in the Indian Futures and 
Options markets, respectively.

The estimation of an optimal hedge ratio in all 
models assumes that the distribution of returns on 
the hedged portfolio is normal, which means that 
the mean and variance alone are sufficient to deter-
mine the optimal hedge ratio. However, there exists 
indisputable evidence to suggest that the return dis-
tributions of speculative assets depart from normal-
ity (Brooks et al., 2012). Therefore, Brooks et al., (2012) 
observed that ignorance of higher moments leads to 
sub-optimal hedge ratios and suggests a new meth-
odology considering the impact of higher moments 

on the determination of optimal hedge ratios.
Moreover, asymmetrical behavior of hedging ef-

fectiveness, Khatib and Hatemi-J (2011) observed that 
optimal hedge ratios also exhibit asymmetrical behav-
ior. Their findings imply that an optimal hedge ratio is 
different when an investor expects a price increase at 
maturity and is different when investors expect a price 
decrease at maturity. The reason for this asymmetri-
cal behavior can be attributed to the fact that inves-
tors respond more to negative shocks than to positive 
ones, which leads to the asymmetric behavior of stock 
returns (Longin and Solnic, 2001). Furthermore, Alizad 
and Nomikos (2004) also observed that hedge ratios 
are significantly different across different states of the 
market, and found that more efficient hedge ratios 
may be obtained if the hedge ratios are allowed to be 
dependent upon the state of the market.

On the basis of the discussion above, it can be 
observed that the debate related to estimation of an 
optimal hedge ratio has not yet been settled. Most 
studies covering the issues of hedging effectiveness 
have been undertaken only in developed economies 
(see Table 2). However, to the best of our knowledge, 
only a few studies have been undertaken in emerging 
economies such as India. The studies that have ad-
dressed the issue of hedging effectiveness on stock in-
dex futures market in India include Bhaduri and Durai 
(2007); Rao and Thakur (2008); Gupta and Singh (2009) 
and Pradhan (2011). The nevertheless, the scope of 
these studies was limited to finding a superior meth-
odology to estimate an optimal hedge ratio in the eq-
uity futures market. Moreover, as discussed in Section 
1, the global financial crisis of 2008 enhanced the vol-
atility of Indian equity markets. Therefore, the present 
study also attempts to examine the relationship be-
tween hedge effectiveness, price trends and the time-
to-maturity of equity futures contracts in India during 
the pre- and post-global financial crisis period.

DATABASE AND RESEARCH METHODOLOGY

In India, the derivatives market was introduced in the 
year 2000 on the recommendation of the L.C. Gupta 
Committee to meet the need for providing a risk man-
agement program to both investors and industry. The 
first financial derivative, Sensex futures, was launched 
on the Bombay Stock Exchange of India Ltd. (BSE), 
which commenced its trading on June 9, 2000, fol-
lowed by the National Stock exchange of India Ltd. 
(NSE), which launched S&PCNXNIFTY futures for near, 
next and far month contracts on June 12, 2000. 

Since the inception of the derivatives market, the 
equity futures market has shown phenomenal growth 
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both in terms of volume of contracts and number of 
products. During 2013-14, the total number of index 
futures traded on NSE was 105,270,529, and stock 
futures 170,414,1863. The range of products, which 
started with index futures contracts, now includes in-
dex futures and options, stock futures and options, in-
terest rate futures, currency futures and bond futures. 
Despite an initial slow pick up, the number of options 
contracts traded has observed significant growth af-
ter 2007-08, whereas, the number of futures contracts 
traded has observed a declining trend since then. The 
business growth of the futures and options segment 
at the NSE is presented below.

The scope of the present study, however, is restrict-
ed to equity futures contracts. The sample size of the 
study comprises three indices: S&PCNXNIFTY, CNXIT 
and BANKNIFTY which were selected on the basis of 
their consistent trading history and high liquidity. The 
data was collected for near month, next month and far 
month contracts for all three indices comprising the 
study sample from the official website of the National 
Stock Exchange of India (NSE) at www.nseindia.com. 

3	 Source: NSE Fact Book, 2014

The period of the study is from the inception date of 
the respective indices up to June 30, 2014 as present-
ed below:

Hedging theory requires that the trader take si-
multaneous but opposite-in-sign trading positions 
in two markets with the magnitude of prediction of 
one market (cash / futures market) through the other 
(futures / cash market), which is known as the hedge 
ratio. Since estimation of the hedge ratio is a statisti-
cal process involving regressing cash market returns 
on futures returns, prior to undertaking any statistical 
procedures it is important to examine the time series 
properties of the data under investigation. The very 
first step in any econometric investigation of a time 
series is to examine whether that time series contains 
unit roots. If it does, then it should be transformed for 
further examination; otherwise the statistical results 
would be spurious. Therefore, the stationarity of the 
three indices understudy has been tested by using 
the Augmented Dickey Fuller (ADF) test, and it has 
been observed that the prices (both futures prices and 
cash prices) are non-stationary, whereas, the natural 

Table 1:  Sample Size and Sample Period of Study

Symbol Period of study

Number of Observations
(For Near, Next and Far Month contracts) Total

Pre-crisis Post-crisis

S&PCNXNIFTY June 12, 2000 – June 30, 2014 1898 1573 3471

CNXIT August 29, 2003 – June 30, 2014 1092 1611 2703

BANKNIFTY June 13, 2005 – June 30, 2014 638 1612 2250

Graph 1:  Business growth of the Futures and Options Segment (Number of Contracts Traded)

Source:  www.nseindia.com
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log of the first difference of prices (i.e. ln(pt / pt-1)) is 
stationary4. Thus, the returns of futures contracts and 
the cash market are considered for estimating hedge 
ratios. 

Moreover, since both cash and futures markets 
are linked through an arbitrage process (Stoll and 
Whaley, 1987), and the price of the futures contract 
determined through a cost-of-carry model in long-
run is not expected to be different from spot price 
plus risk premium to hold positions in the cash mar-
ket. Therefore, appreciating the stationary and stable 
long-run relationship between the two markets, five 
econometric procedures have been undertaken that 
address various economic as well as statistical issues 
involved in estimating an optimal hedge ratio. Among 
these would be an efficient hedge ratio, which can 
help hedgers minimize portfolio variance.

Furthermore, Ederington (1979) suggests a mini-
mum variance hedge ratio, which presumes a strong 
and stable long run relationship between the two 
markets, and where hedging effectiveness will de-
pend upon the coefficient of R2. Equation (4.1) ex-
plains the procedure suggested by Ederington (1979), 
which works efficiently when futures market returns 
are an unbiased predictor of cash market returns. In 
equation (4.1), Rs,t is cash market returns, Rf,t is futures 
market returns, αo is the intercept term and εt is the er-
ror term. Therefore, as per the cost-of-carry model, fu-
tures returns are assumed to be an unbiased predictor 
of prospective cash market return, hence the intercept 
and error term should not be significantly different 
from 0, and consequently R2 will improve.

............................................ (4.1)

Equation (4.1) may be economically justifiable, but 
until the statistical properties of the estimation proce-
dure are satisfied, the estimated value of β1 won’t be 
reliable. In addition to containing unit roots, another 
feature of the financial time series is that these are 
autocorrelated, which implies that successive returns 
of one speculative asset are significantly predictable. 
Significantly autocorrelated cash and futures market 
returns suggest that successive stock and / or futures 
returns are not random, but rather due to mean re-
version, volatility clustering, information asymmetry 
or an inefficient microstructure that are a function of 
the previous information set(s) (Fama, 1970 and 1991 
and Dimson and Mussavian, 1998). Therefore, if stock 
returns are autocorrelated, then avoidance of it may 

4  The estimated results are not reported in the paper, but, 
are available on demand.

bias the estimated hedge ratio. Hence, equation (4.1) 
modified to equation (4.2) (to include the autoregres-
sive terms5 of cash market returns), may provide bet-
ter results, and hence an improved R2, which other-
wise could have been biased on account of significant 
serial correlation. In equation (4.2), Rs,t is cash market 
returns, Rf,t is (are) futures market returns, Rs,t-i is au-
toregressive term(s) whose order varies between i to p 
determined as per Schwartz Information Criteria (SIC), 
αo is the intercept term and εt is the error term.	

.......(4.2)

Literature on financial econometrics has further 
observed that stock returns observe volatility cluster-
ing, which implies that an information set continues 
to affect stock return the volatility of the few periods 
ahead. In other words, volatility clustering implies that 
large price changes will be followed by large price 
changes, and small price changes will be followed by 
small price changes. In equations (4.1 and 4.2), if the 
variance of the error term is constant6, the hedge ra-
tio estimated through the Ordinary Least Square (OLS) 
method will be valid; however, a vast amount of aca-
demic literature (Engle, 1982; Bollerslev, 1987; Myers, 
1991; Park and Switzer, 1995; Floros and Vougas, 2004 
and Pattarin and Ferretti, 2004) has suggested that 
stock returns are heteroscedastic in nature. Therefore, 
the Autoregressive Conditional Heteroscedasticity 
model (ARCH) (Engle, 1982) generalized by Bollerslev 
(1986) called GARCH (p, q) applies, in which condition-
al variance depends not only upon the squared resid-
uals of the mean equation but also on its own past val-
ues. The GARCH (p, q) model is given by equation (4.3)

....(4.3)

5	  Order of autoregression has been determined on the basis of 
Schwartz criteria. The Schwartz criterion uses a function of the re-
sidual sum of squares together with a penalty for large number of 
parameters. Specifically, the Schwartz information criterion mini-
mizes the expression: T * log (RSS) + K * (log T), where T is the num-
ber of observations, RSS is the sum of the squared residuals and K 
is the number of regressors. Lagged terms provide an explanation 
of the short-run deviations from the long-run equilibrium for the 
two test equations.

6	 The Langrage Multiplier Test, whose null hypothesis states that 
the variance of error term is homoscedastic. Therefore, rejection of 
the null hypothesis will ask the researcher to apply an appropriate 
model from the GARCH family.
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Where, ht is the conditional volatility, αi is the coef-
ficient of the ARCH term with order i to p and βj is the 
coefficient of the GARCH term with order j to q. The 
conditional volatility as defined in equation (4.3) is de-
termined by three effects: the intercept term (ω), the 
ARCH term (αiε2

t-i) and the forecasted volatility from 
the previous period called the GARCH component 
(βjht-j). Parameters ω and α should be higher than 0, 
and βj should be positive in order to ensure condi-
tional variance (ht) to be non-negative. In addition, it is 
necessary that αi+βj<1, which secures covariance sta-
tionarity of conditional variance. Therefore, if the vari-
ance of the error term in equation (4.2) is not constant, 
equation (4.3) would be attached to equation (4.2), 
meaning the estimation of the hedge ratio (β1) would 
be subject to the nature of the index return’s volatility.

Furthermore, Nelson (1991), by taking into account 
the asymmetric relationship between conditional vol-
atility and conditional mean, proposes an Exponential 
GARCH (EGARCH) model based upon the logarithmic 
expression of conditional volatility in cash and futures 
market returns. If the stock returns are asymmetric 
and the interaction between old and new informa-
tion observes leverage effects, the EGARCH model 
(i.e. equation (4.4)) may help to estimate an improved 
hedge ratio as compared to that estimated through 
the GARCH process in equation (4.3) 

.......(4.4)

Equation (4.4) reports the leverage relationship be-
tween the old and new information, but in speculative 
markets, besides the leverage effect, it has been ob-
served that traders react heterogeneously to positive 
and negative news. For instance, Karpoff (1987), in a 
survey on the relationship between information arriv-
al (trading volume as a proxy for information arrival) 
and the behavior of stock market volatility, has report-
ed that volatility in the declining market was always 
higher than in the rising market. Therefore, it would be 
more appropriate (if conditional volatility behaves dif-
ferently to positive and negative news) to segregate 
the impact of both positive and negative news, which 
can be done by specifying the variance equation in 
the TARCH (Threshold Autoregressive Conditional 
Heteroscedasticity) framework and then estimating 
the optimal hedge ratio in the mean equation.

Equation (4.5) lays down the variance equation 
of the TARCH model, where equation (4.4) is modi-
fied to include ε2

t-iξt-i, which is a dummy for negative 
news having value 1 if there is negative news and 0 

otherwise. Therefore, an appropriate GARCH method-
ology would be able to capture the stylized behavior 
of the conditional volatility of cash market returns, 
and hence the estimated hedge ratio will be statisti-
cally robust.

.......(4.5)
where
(a) ξt-i =1, if εt-i< 0 
(b) ξt-i =0, if εt-i> 0

The estimation of the hedge ratio through OLS, 
GARCH or EGARCH processes may provide better es-
timates of the hedge ratio, but the optimality of the 
hedge ratio will still be doubtful because both markets 
observe a significant lead-lag relationship in terms of 
volatility spillover and information dissemination. 
Therefore, estimating an optimal hedge ratio by re-
gressing only the cash market returns on the lagged 
returns of both futures and cash market may be bi-
ased because the converse is also true, as the volatil-
ity spillover is bidirectional and continuous. Therefore, 
in the present case, either the Vector Autoregression 
Model (VAR) (when both markets observe causal rela-
tionships) or the Vector Error Correction Methodology 
(VECM) (when both markets are cointegrated) may 
provide efficient speculative forecasts, and hence a ro-
bust hedge ratio may be estimated.

The VAR model simultaneously regresses the 
lagged returns of both variables, whereas VECM, in ad-
dition to lagged returns, also considers the error cor-
rection term (if both series are cointegrated). Hence 
both methodologies estimate the optimal hedge 
ratio by considering the theoretical relationship be-
tween the two markets (i.e. lead-lag in the short-run 
and cointegration in the long-run), which confirms the 
volatility spillover between the two markets through 
the arbitrage process. Equations (4.6) and (4.7) specify 
the estimation process of the VAR methodology, while 
equations (4.8) and (4.9) stimulate the estimation pro-
cedure of VECM. The hedge ratio, on the basis of VAR 
and VECM, will be computed as 	 , where    

(4.6)

(4.7)
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Therefore, in the present study, the optimal hedge 
ratio is estimated through OLS, GARCH, EGARCH, 
TARCH, VAR and VECM procedures, which may be con-
stant or time-varying depending upon the property 
of the series understudy. After estimating the optimal 
hedge ratio through the aforementioned statistical 
procedures, the hedging effectiveness of all hedge 
ratios will be compared and the optimal hedge ratio, 
which reduces the portfolio variance to a minimum 
level, would be proposed as an efficient hedge ratio. 
The efficiency of the optimal hedge ratio would be 
measured as a percentage decline in portfolio variance 
as shown in equation (4.11), where Var (U) and Var (H) 
represent the variance of un-hedged and hedged 
portfolios, respectively. σs and σf are the standard de-
viations of the cash and futures returns, respectively, 
σs,f represents the covariability of the cash and futures 
returns and h* is the optimal hedge ratio.

........(4.10)

........(4.11)

........(4.12)

RESULTS AND ANALYSIS

Before discussing the optimal hedge ratio estimation 
results through the various econometric procedures 
proposed in Section 3 and comparing their efficiency 
in reducing portfolio risk, it is important to discuss the 
time series properties of the series under examination. 
The results in Table 3 indicate important information 
relating to the summary statistics of futures and cash 
markets. Table 3 shows that the returns of both futures 
and cash markets are significantly skewed (negatively 
skewed in most cases) and their coefficient of kurtosis 
is significantly different from three, irrespective of cri-
sis period, which implies that futures and cash market 
returns do not conform to a normal distribution. The 
null hypothesis that futures and cash market returns 
follow a normal distribution is further tested through 
a Jarque-Bera test that is statistically significant, and 

rejects the null hypothesis for all index futures and 
cash market returns. Finding asymmetric returns in 
the futures and cash markets is not a new observa-
tion, and summary statistics in the current study are 
consistent with the findings of Kendall (1953); Fama 
(1965); Stevenson and Bear (1970); Chen (1996); Reddy 
(1997) and Kamath (1998).

The type of traders in the two markets may be a 
potential factor affecting the theoretical distribution 
of speculative asset returns. It is an established fact 
that the Indian cash market is predominantly driven 
by foreign as well as domestic institutional investors, 
and that retail investors play little role in market move-
ments. On the other hand, in the futures market retail 
investor participation is very significant and institu-
tional investors have little role to play.7 Therefore, the 
asymmetric profile of investors in both markets may 
be a strong determinant for significant asymmetry in 
basis because institutional investors base their trad-
ing decisions on sophisticated analyses undertaken 
by teams of professionals, whereas retail traders base 
their decisions on firm-specific or insider information 
(Thomas, 2006) which can be stale or late, and as a re-
sult the timing of trading by the two groups of inves-
tors will be different, and hence new information will 
take time to die out and will cause asymmetric jumps 
in the conditional volatility of both markets.

Furthermore, Table 4 reports the hedge ratio esti-
mated through Naive, Ederington’s Model, ARMA (p,q), 
VAR, VECM, GARCH (p,q), EGARCH (p,q) and TGARCH 
(p,q). The hedge ratios estimated through eight mod-
els are reported for near month, next month and far 
month contracts. Three major observations in table 4 
can be found. Firstly, hedge ratio coefficients for post 
crisis period are relatively higher as compared to pre-
crisis period through all the models (except CNXIT 
near month and next month contracts). The reason for 
such a result may be due to the contagion effect of the 
crisis on world economies, including India (Nikkinen, 
2013; Bekiros, 2014 and Dufrénot, 2014). Therefore, 
these results are consistent with the findings of 

7	  Retail participants drive approximately 60% of the total trading 
volume in the Indian equity futures market; however, the partici-
pation of institutional traders approximates only 10% of the total 
trading volume. For reference, see the Monthly Derivatives Market 
Update published by National Stock Exchange of India (www.
nseindia.com)
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....................................................... (4.9)
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Figlewski (1984) who observes that increases in the 
co-movement between cash and futures markets 
leads to a higher hedge ratio. Second, the hedge ratio 
estimated through Ederington’s model, ARMA (p,q), 
VAR and VECM are constant hedge ratios and their 
hedging coefficients are relatively smaller than the 
hedge ratios estimated through time varying models 
i.e. GARCH, EGARCH and TGARCH. Lastly, hedge ratios 
for near month futures contracts are relatively higher 
than the hedge ratio coefficients for next month and 
far month contracts, which is consistent with the find-
ings of Ederington (1979). From second and third 
observations, the conclusion can be drawn that the 
cost of hedging through a constant hedge ratio and 
near month futures contracts are higher than time 
varying hedge ratios and far month futures contracts. 
Furthermore, the coefficients of hedge ratios esti-
mated through VAR and VECM are very close to hedge 
ratios estimated through Ederington’s OLS model, 
which implies that it incorporates the property of the 
cost of carry model.

Furthermore, Table 5 reports hedge effectiveness 
in the form of variance reduction after taking a hedg-
ing position by using the estimated hedge ratios. 
An important observation is that hedging effective-
ness was found to be increased during the post-crisis 
period (except CNXIT near month and next month 
contracts). Another important observation is that 
Ederington’s OLS model gives the highest hedging ef-
fectiveness, whereas the naive hedging model gives 
the lowest hedging effectiveness among all of the 
models. Furthermore, near month hedging is found 
to be more effective than next month and far month 
hedging. Moreover, there is no significant difference 
between hedge effectiveness by using the hedge ratio 
estimated through Ederington’s model, ARMA (p,q), 
VAR, VECM, GARCH (p,q), EGARCH (p,q) and TGARCH 
(p,q). These findings are consistent with the findings 
of Maharaj et al. (2008) and Gupta and Singh (2008), 
which suggests that knowledge of sophisticated 
econometrical procedures does not help to construct 
a better portfolio and to improve hedging effective-
ness. However, hedging effectiveness estimated by 
the naive method is significantly low in all cases, irre-
spective of the financial crisis. Moreover, the probable 
reason for near month futures contracts being a more 
efficient hedging instrument than next month and far 
month futures contracts is the variation of liquidity 
across these three contracts. The near month futures 
contracts are more liquid than the next month and far 
month contracts, and thus near month futures con-
tracts are a more efficient hedging instrument.

Furthermore, negative values for hedge ratio coef-
ficients have been observed for CNXIT far month and 

BANKNIFTY far month contracts during the pre-crisis 
period, which may be due to insufficient trading vol-
ume (see Table 6). Another important finding is that 
the results of the optimal hedge ratio and hedging 
effectiveness for CNXIT near month and next month 
contracts have been consistently an exception to the 
results of the other two indices (i.e. S&PCNXNIFTY and 
BANKNIFTY). The reason for such an exception may be 
due to the fact that the global financial crisis of 2008 
adversely affected the business of the Indian IT indus-
try and the sentiments of investors, which is evident 
from two facts. First, the correlation coefficients of 
spot and futures price series for CNXIT for all the three 
types of contracts (i.e. near month, next month and 
far month) declined in the post-crisis period (see Table 
7). Second, the average traded volume for CNXIT con-
tracts show a declining trend after 2007 (see Table 6) 
which may be due to negative sentiment among in-
vestors towards IT stocks, whereas the traded volume 
for NIFTY and BANKNIFTY continued to rise.

CONCLUSION

The global financial crisis of 2008 originated in the 
United States and its spillover effect has been ob-
served over both developed and emerging econo-
mies. Equity markets especially witnessed a downfall 
at the global level and Indian stock markets exhibited 
enhanced volatility, volatility clustering and mean re-
version. Furthermore, volatility and price trends in the 
market have found to be an important determinant of 
hedge effectiveness. Also, as mentioned in Section 1, 
numerous studies have found that the time-to-expiry 
of futures contracts is an important determinant of 
hedging effectiveness. However, the Indian deriva-
tives market has observed remarkable growth in fu-
tures trading since its inception in the year 2000 and 
to the best of our knowledge, there have been only a 
few attempts to study it (see, Bhaduri and Durai, 2007; 
Rao and Thakur, 2008; Gupta and Singh, 2009 and 
Pradhan, 2011) all of which have restricted their scope 
to examining the optimal hedge ratio in the Indian 
equity futures market. Therefore, the present study is 
an attempt to examine the impact of the global finan-
cial crisis of 2008 and time-to-expiry of futures con-
tracts upon hedging effectiveness by using the three 
benchmark indices of NSE (S&PCNXNIFTY, CNXIT and 
BANKNIFTY).

The returns of both futures and cash markets are 
found to be significantly negatively skewed and kur-
tic, which rejects the null hypothesis that market re-
turns are symmetrically distributed among buyers and 
sellers, implying that the information dissemination 
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process is inefficient in the market under study. 
Furthermore, basis has found to be negatively skewed, 
which may be due to the existence of a negative cor-
relation between basis and the time-to-expiry of fu-
tures contracts.

Hedge ratios have been estimated for near month, 
next month and far month contracts by employing 
eight different methodologies: naive, Ederington’s 
Model, VAR, VECM, ARMA (p,q), GARCH(p,q), 
EGARCH(p,q) and TGARCH(p,q) during the pre-crisis 
and post-crisis periods. The present study finds that 
hedge ratios during the post-crisis period are relatively 
higher than during the pre-crisis period, which implies 
that the cost of hedging has been increased during 
the post-crisis period. Second, hedge ratios for near 
month futures contracts are relatively higher than the 
hedge ratio coefficients for next month and far month 
contracts, irrespective of the crisis period. Moreover, it 
has been found that hedge ratios estimated through 
constant hedging models [Ederington’s model, VAR, 
VECM and ARMA (p,q)] are relatively smaller than the 
hedge ratios estimated through time varying models 
(GARCH, EGARCH and TGARCH) The results of hedging 
effectiveness suggest that hedging effectiveness has 
been increased during the post-crisis period. Another 
important finding is that hedging effectiveness as ex-
amined by Ederington’s OLS model has been found 
to be consistently highest for all of the three indices 
during the pre- and post-crisis periods. Therefore, the 
study suggests the use of the OLS method for hedging 
with equity futures. Moreover, the main benefit of us-
ing Ederingon’s OLS is that it gives the highest hedg-
ing effectiveness with the lowest cost (lowest hedge 
ratio) as compared to hedge ratios estimated by 
other models. It is also found that near month hedg-
ing is more effective than next month and far month 
hedging. Moreover, the study suggests that the use 
of any econometric procedure for estimating an opti-
mal hedge ratio does not lead to an improvement in 
the hedging effectiveness of the portfolio. Moreover, 
it has been found that due to declines in trading and 
a reduction in correlation between futures and spot 
prices for CNXIT, there has been a decline in hedging 
effectiveness. These findings are also consistent with 
Gupta and Singh (2009), who suggests that liquidity 
plays an important role in hedging effectiveness.

The results of the present study are surprisingly in-
consistent with the results of most of the studies on 
short-term and long-term hedging (see, Ederington, 
1979; Figlewski, 1984; Kamara and Siegal, 1987; Chen 
et al., 2002; Chen et al., 2004; In and Kim, 2006 and 
Juhl et al., 2012), which found that long-term hedging 
is better than short-term hedging.

The overall conclusion of the study suggests that, 

first, hedging effectiveness has increased after the cri-
sis, yet is also accompanied by an increase in the cost 
of hedging; and that second, short period hedging 
(as identified by near month contracts) in the Indian 
equity futures market is more effective than long pe-
riod hedging, the reason for which can be attributed 
to the fact that near month contracts are more liquid 
than next month or / and far month contracts, while 
short-term hedging has found to be more costly than 
long-term hedging.
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Table 2:  Literature Review of Hedging Effectiveness

Author
(year of study)

Market 
understudy Symbols Sample 

period Methodology Hedging effectiveness

Ederington 
(1979) U.S.A.

GNMA and T-Bill 
Futures Markets 

Jan. 1976 to 
Dec. 1977 
and Mar. 
1976 to Dec. 
1977 

OLS Futures hedging is better for longer 
periods than short periods

Figlewski 
(1984) U.S.A.

S&P500, NYSE, 
AMEX, NASDAQ, 
DOW 

June 1982 to 
Sept 1983 OLS Basis risk disturbs hedging effective-

ness, therefore one week hedging is 
better than overnight hedging

Kamara and 
Siegel (1987) U.S.A. Soft Wheat and 

Hard Wheat
Jan. 1970 to 
March 1981 OLS Far period hedging is better than 

near to expiration period

Myers (1991) U.S.A. Wheat Futures June 1977 to 
May 1983

OLS and 
BGARCH

Time varying hedge ratios are better 
than constant hedge ratios.

Kroner and 
Sultan (1993) U.S.A. BP, CD, GM, JY and 

SF
Feb. 1985 to 
Feb. 1990

Naive, OLS, 
ECM and 
ECM-GARCH

Time varying error correction meth-
odology takes care of transaction 
costs,and thus outperforms other 
methodologies.

Lien and Luo 
(1994) U.S.A. BP, CD, GM, JY and 

SF
March 1980 
to Dec. 1988

OLS, BGARCH, 
ECM

If a trader is extremely risk aversee, 
both constant and time varying 
hedge ratios are equally efficient, 
whereas to achieve utility maximi-
zation the objective GARCH hedge 
ratio is most efficient.

Homles (1995) U.K.
FTSE100 Futures 
and FTSE100 
Index

July 1984 to 
June 1992

Ex-Post 
MVHR, Ex-
Ante MVHR 
and Beta

MVHR based upon historical data is 
better

Park and 
Switzer (1995)

U.S.A. and 
Canada

S&P500, MMI and 
TSE35

June 1988 to 
Dec. 1991

Naive, OLS, 
OLS with 
Cointegration 
and BGARCH

Time varying hedge ratios are supe-
rior to constant hedge ratios.

Aggarwal and 
Demaskey 
(1997)

Hong Kong, 
South Korea, 
Singapore, 
Taiwan, 
Indonesia, 
Philippines 
and Thailand

BP, CD, GM, JY and 
SF

Jan. 1983 to 
Dec. 1992

Naive and 
OLS Cross hedging is beneficial.

Theobald and 
Yallup (1997) 

U.K. FTSE100 Futures 
and FTSE100 
Index

Jan. 1985 to 
Dec. 1995 OLS 

Futures contracts can provide hedg-
ing benefits only when both markets 
do not suffer with the problem of 
non-synchronous trading.

Neuberger 
(1999) U.S.A Crude oil futures July 1986 to 

Aug. 1997
Ex-ante and 
OLS

Rollover of futures contracts adds to 
hedging effectiveness

Theobald and 
Yallup (2001) U.K.

FTSE-100 Index 
Futures and FTSE-
100 Index 

Jan 28, 1999 
to Dec 3, 
1999

Autocorr-
elation

Partial adjustment coefficients 
induce mean reversion in the basis 
change, which are highest at shorter 
intervals ( < 15 mins )

Butterworth 
and Holmes 
(2001)

U.K.
FTSE-100 Index 
Futures and FTSE-
mid250 Index

Feb. 1994 to 
Dec. 1996 OLS, LTS

A new contract is more effective 
in hedging ITCs than established 
FTSE100 contracts.
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Chen et al., 
(2001) U.S.A. S&P500 Futures April 1982 to 

Dec. 1991

M-GSV, MEG, 
Sharpe, OLS 
and Standard 
mean 
variance

M-GSV minimizes the portfolio vari-
ance by maximum

Moschini and 
Myers (2002) U.S.A. Corn Futures Jan. 1976 to 

June 1997
BEKK, GARCH 
and OLS Supports time varying hedge ratio

Chen et al., 
(2002) Taiwan

TAIFEXTAIEX-
TAIEX AND 
SGXMSCI-MSCI

July 1998 to 
July 2000

OLS, Bayesian 
Approach

Hedging effectiveness observes a 
positive relationship with hedging 
horizon.

Alizadeh and 
Nomikos (2004) U.S.A. and U.K.

S&P500 Futures 
and S&P500 Index 
and FTSE100 
Futures and 
FTSE100 Index

May 1984 to 
March 2001

OLS, ECM, 
GARCH and 
Markov 
Regime 
Switching 
Models

By allowing the hedge ratio to be 
dependent upon the state of market, 
one may obtain a more efficient 
hedge ratio.

Floros and 
Vougas (2004) Greece 

FTSE/ASE-20 
index and FTSE/
ASE-40 index

OLS, VECM 
and M-GARCH

The M-GARCH model provides the 
best hedging ratios.

Chen et al., 
(2004) 

U.S.A., U.K., 
Canada, 
Japan, 
Australia

7 Stock Market 
Index futures, 
11 Commodity 
futures, 2 metals 
and 5 currencies 

June 1982 to 
Dec. 1997 OLS 

Short-run hedge ratio is significantly 
< 1 but as the hedge horizon in-
creases it approaches 1 while hedg-
ing effectiveness also improves. 

Pattarin and 
Ferretti (2004) Italy Fib30 and Mib30 

Index
Nov. 1994 to 
Sept. 2002

Naive, OLS, 
ECM, GARCH, 
EWMA

Time varying hedge ratio based 
upon EWMA is better

Lien (2005) N/A N/A N/A OLS, ECM OLS is a superior model over error 
correction model.

Kofman and 
McGlenchy 
(2005)

Hong Kong HSIF and HIS Jan. 1994 to 
July 2003

Naive, 
Expanding 
window, 
Rolling win-
dow, EWLS 
and ROC

Dynamic hedging is better than 
constant hedging.

Hatemi and 
Roca (2006) Australia MSCI index Jan 1, 1988 to 

Sept 8, 2001
Kalman Filter 
Approach

Kalman Filter Approach is statisti-
cally more efficient and has better 
forecasting properties.

Floros and 
Vougas (2006) Greece

FTSE/ASE20 Index 
Futures and FTSE/
ASE Mid 40 Index 
Futures 

Aug. 1999 to 
Aug. 2001 
and Jan. 200 
to Aug. 2001 

OLS, ECM, 
VECM and 
BGARCH 

Time varying hedge ratio is superior 
to constant hedge ratios

In and Kim 
(2006) U.S.A.

S&P500 Futures 
and S&P500 Index 

April 1982 to 
Dec. 2001 

Wavelet 
Analysis 

Hedging effectiveness does not only 
depend upon hedging horizon: risk 
aversion of hedger also affects hedg-
ing effectiveness. Investors with low 
risk aversion have short-run HE and 
vice versa.

Bhaduri and 
Durai (2007) India 

Nifty Index 
Futures and Nifty 
Index

Sept. 2000 to 
Aug. 2005 

OLS, ECM, 
BVAR and 
M-GARCH 

(i) GARCH model performs better in 
the long-run whereas OLS is a better 
measure during the short-run.
(ii) Time-varying hedge ratios are 
superior to constant HR
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Bhargava and 
Malhotra (2007) U.S.A. 

Cotton and 
Soybeans Futures 

Jan. 1994 to 
Dec. 1999 
and Jan. 1995 
to Dec. 2000

Traditional 
regression 
method, 
Modified 
regression 
method and 
ECM

Traditional regression method per-
forms better than others

Lee and Yoder 
(2007) U.K.

Corn and Nickel 
Futures and Spot 
Markets 

Jan. 1991 to 
Dec. 2004

RS-BEKK, 
BEKK and OLS 

Time varying hedge ratio performs 
better.

Rao and Thakur 
(2008) India

Nifty Index 
Futures and Nifty 
Index Options

Jan. 1, 2002 
to Mar. 28, 
2002

HKM, JSE, fBN, 
HKM methodology yields better 
Optimal Hedge ratio than JSE meth-
odology in the Indian Futures Market

Kenourgios et 
al., (2008) U.S.A S&P500 stock 

Index futures

July 3, 1992 
to June 30, 
2002

OLS, ECM, 
GARCH, 
EGARCH

ECM is superior to other models and 
remains stable over time.

Gupta and 
Singh (2009) India

Nifty Index 
Futures, Nifty 
Index, Nifty Stock 
Futures and Nifty 
Stock

2003-07

VAR, VECM, 
GARCH, 
EGARCH, 
TARCH and 
OLS

(i) VAR and VECM reduced the 
portfolio variance by the maximum 
extent
(ii) Hedging through liquid futures 
contract involves low hedging cost.

Yang and Lai 
(2009) U.S.A and U.K.

DJIA,
S&P500, 
Nasdaq100, 
FTSE100, CAC40, 
DAX30
And Nikkei225

Nov. 30, 1998 
to
Feb. 20, 2003

GJR-EC-
GARCH, 
GJR-GARCH, 
EC-OLS AND 
OLS

Dynamic hedging (EC models) is bet-
ter than static hedging.

Chang et al., 
(2010) U.S.

Crude oil and 
Gasoline spot and 
futures

Jan. 1, 1996 
to Dec. 31, 
2005

OLS, MD-
GARCH, 
BEKK-GARCH, 
CCC-GARCH, 
ECM-MD, 
ECM-
BEKK,ECM-
CCC, State 
space models

Hedging effectiveness is higher in 
bull markets than in bear markets

Pradhan (2011) India Nifty index and 
Nifty index futures -NA-

OLS, VAR, 
VECM, 
M-GARCH

Time-varying models (VEC-GARCH 
and VAR-GARCH) reduced portfolio 
variance to maximum extent

Chen and Tsay 
(2011) U.S.A. and U.K. S&P500 and 

FTSE100

May 9, 1984 
to Aug. 1, 
2007 and 
Aug. 8 2007 
to July 29, 
2008

OLS, GARCH, 
MRS-ARMA, 
MRS-MA

MRS-ARMA is superior over other 
models.

Juhl et al., 
(2012) U.S.A Gasoline cash and 

futures
Jan. 2006 to 
April 2008 OLS and ECM

Longer hedge horizon yield optimal 
hedge ratio close to 1 when cash 
and future prices are cointegrated

Brooks et al, 
(2012) U.S.

Corn, cotton, gold, 
heating oil, silver, 
soybean oil and 
sugar future and 
spot markets

Jan. 31, 1979 
to Sep. 30, 
2004

OLS, MINIMAX

Higher moments impact the op-
timal hedge ratios when returns 
from hedged portfolio depart from 
normality.

Source: Updated Table 1 in (Gupta & Singh, Estimating the Optimal Hedge Ratio in Indian Equity Futures Market, 2009)
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Table 3:  Descriptive Statistics

Symbol Variables Period Count Mean Std. Dev. Skewness Kurtosis Jarque-Bera

S&PCNXNIFTY
(Near Month)

Futures 
Return

Pre-Crisis 1897 0.0008 0.02 -1.01 12.43 7344.65 (0.00)

Post-Crisis 1572 0.0001 0.02 0.04 12.30 5669.80 (0.00)

Cash 
Return

Pre-Crisis 1897 0.0008 0.01 -0.78 8.74 2795.45 (0.00)

Post-Crisis 1572 0.0001 0.02 0.14 13.20 6823.50 (0.00)

Basis
Pre-Crisis 1898 -3.02 10.73 -1.16 7.16 1793.99 (0.00)

Post-Crisis 1573 8.60 15.92 -0.08 4.75 201.74 (0.00)

S&PCNXNIFTY
(Next Month)

Futures 
Return

Pre-Crisis 1897 0.0008 0.02 -1.05 13.58 9194.46 (0.00)

Post-Crisis 1572 0.0001 0.02 -0.06 12.13 5465.49 (0.00)

Cash 
Return

Pre-Crisis 1897 0.0008 0.01 -0.78 8.74 2795.45 (0.00)

Post-Crisis 1572 0.0001 0.02 0.14 13.20 6823.50 (0.00)

Basis
Pre-Crisis 1898 -5.78 16.2 -1.17 5.44 908.54 (0.00)

Post-Crisis 1573 25.21 29.36 -0.04 3.20 2.99 (0.22)

S&PCNXNIFTY
(Far Month)

Futures 
Return

Pre-Crisis 1897 0.0008 0.02 -1.23 13.82 9740.50 (0.00)

Post-Crisis 1572 0.0001 0.02 -0.01 12.09 5407.43 (0.00)

Cash 
Return

Pre-Crisis 1897 0.0008 0.01 -0.78 8.74 2795.45 (0.00)

Post-Crisis 1572 0.0001 0.02 0.14 13.20 6823.50 (0.00)

Basis
Pre-Crisis 1898 -6.66 21.53 -0.71 5.04 489.67 (0.00)

Post-Crisis 1573 39.75 41.16 0.03 2.67 7.48 (0.024)

CNXIT
(Near Month)

Future 
Return

Pre-Crisis 1091 -0.0010 0.07 -29.98 958.70 41683009 (0.00)

Post-Crisis 1610 0.0005 0.02 -1.12 15.85 11421.08 (0.00)

Cash 
Return

Pre-Crisis 1091 -0.0010 0.07 -30.13 965.59 42285710 (0.00)

Post-Crisis 1610 0.0005 0.02 -0.998 15.48 10709.18 (0.00)

Basis
Pre-Crisis 1092 6.30 62.33 -0.11 33.20 41513.72 (0.00)

Post-Crisis 1611 6.53 20.74 -0.50 8.51 2103.39 (0.00)

CNXIT
(Next Month)

Future 
Return

Pre-Crisis 1091 -0.0011 0.13 -6.01 334.08 4989438 (0.00)

Post-Crisis 1610 0.0005 0.03 -0.03 31.21 53368.76 (0.00)

Cash 
Return

Pre-Crisis 1091 -0.0010 0.07 -30.13 965.59 42285710 (0.00)

Post-Crisis 1610 0.0005 0.02 -0.998 15.48 10709.18 (0.00)

Basis
Pre-Crisis 1092 30.51 658.63 23.33 690.03 21575285 (0.00)

Post-Crisis 1611 -10.68 216.9 -1.37 10.02 3818.326 (0.00)

CNXIT
(Far Month)

Future 
Return

Pre-Crisis 1091 -0.0010 0.07 -30.22 969.40 42620824 (0.00)

Post-Crisis 1610 0.0004 0.02 -2.28 64.93 258683.8 (0.00)

Cash 
Return

Pre-Crisis 1091 -0.0010 0.07 -30.13 965.59 42285710 (0.00)

Post-Crisis 1610 0.0005 0.02 -0.998 15.48 10709.18 (0.00)

Basis
Pre-Crisis 1092 348.84 2653.76 6.87 49.70 107821.6 (0.00)

Post-Crisis 1611 51.38 286.45 0.28 4.56 184.10 (0.00)
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BANKNIFTY
(Near Month)

Future 
Return

Pre-Crisis 637 0.0015 0.02 -0.34 4.56 77.07 (0.00)

Post-Crisis 1611 0.0003 0.02 0.17 7.92 1629.82 (0.00)

Cash 
Return

Pre-Crisis 637 0.0016 0.02 -0.25 4.48 65.10 (0.00)

Post-Crisis 1611 0.0003 0.02 0.19 7.79 1549.99 (0.00)

Basis
Pre-Crisis 638 6.64 23.44 0.16 6.01 242.80 (0.00)

Post-Crisis 1612 13.70 36.38 0.15 3.83 52.57 (0.00)

BANKNIFTY
(Next Month)

Future 
Return

Pre-Crisis 637 0.0015 0.03 -0.49 15.70 4307.52 (0.00)

Post-Crisis 1611 0.0003 0.02 0.18 7.48 1352.79 (0.00)

Cash 
Return

Pre-Crisis 637 0.0016 0.02 -0.25 4.48 65.10 (0.00)

Post-Crisis 1611 0.0003 0.02 0.19 7.79 1549.99 (0.00)

Basis
Pre-Crisis 638 23.70 150.25 0.53 13.22 2806.04 (0.00)

Post-Crisis 1612 36.04 65.31 -0.02 5.04 278.75 (0.00)

BANKNIFTY
(Far Month)

Future 
Return

Pre-Crisis 637 0.0016 0.02 1.78 28.67 17823.39 (0.00)

Post-Crisis 1611 0.0003 0.03 -1.34 36.83 77316.5 (0.00)

Cash 
Return

Pre-Crisis 637 0.0016 0.02 -0.25 4.48 65.10 (0.00)

Post-Crisis 1611 0.0003 0.02 0.19 7.79 1549.99 (0.00)

Basis
Pre-Crisis 638 31.11 295.31 0.36 3.24 15.67 (0.0004)

Post-Crisis 1612 66.75 238.99 2.07 26.81 39247.8 (0.00)

Figures in parentheses represents p value of JarqueBera Test statistics.

Table 4:  Estimation of Optimal Hedge Ratio

Symbol Period Naïve OLS ARMA OLS GARCH
(1,1)

EGARCH
(1,1)

TGARCH
(1,1) VAR VECM

S&PCNXNIFTY
(Near Month)

Pre-Crisis 1 0.92 0.94 0.94 0.93 0.94 0.92 0.93

Post-Crisis 1 0.95 0.96 0.97 0.97 0.97 0.95 0.95

S&PCNXNIFTY
(Next Month)

Pre-Crisis 1 0.92 0.95 0.95 0.94 0.95 0.93 0.93

Post-Crisis 1 0.95 0.96 0.97 0.97 0.97 0.95 0.95

S&PCNXNIFTY
(Far Month)

Pre-Crisis 1 0.86 0.90 0.94 0.93 0.93 0.89 0.89

Post-Crisis 1 0.96 0.96 0.97 0.97 0.97 0.95 0.96

CNXIT
(Near Month)

Pre-Crisis 1 0.990 0.999 0.999 0.998 0.996 0.997 0.998

Post-Crisis 1 0.98 0.99 1.004 1.005 1.003 0.98 0.98

CNXIT
(Next Month)

Pre-Crisis 1 0.33 0.38 0.36 0.30 0.31 0.87 0.88

Post-Crisis 1 0.21 0.22 0.36 0.36 0.36 0.22 0.22

CNXIT
(Far Month)

Pre-Crisis 1 -0.018 -0.018 -0.01 -0.02 -0.001 -0.10 -0.10

Post-Crisis 1 0.13 0.13 0.09 0.09 0.09 0.13 0.14

BANKNIFTY
(Near Month)

Pre-Crisis 1 0.95 0.98 0.98 0.99 0.99 0.96 0.96

Post-Crisis 1 0.97 0.98 0.98 0.98 0.99 0.97 0.97

BANKNIFTY
(Next Month)

Pre-Crisis 1 0.38 0.37 0.38 0.38 0.38 0.38 0.42

Post-Crisis 1 0.95 0.98 0.99 0.99 0.99 0.97 0.97

BANKNIFTY
(Far Month)

Pre-Crisis 1 0.019 0.008 0.001 -0.003 -0.008 0.012 0.062

Post-Crisis 1 0.43 0.44 0.99 0.99 0.99 0.53 0.54
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Table 5:  Portfolio Variance Reduction (Percentage)

Symbol Period Naive OLS ARMA 
OLS

GARCH
(1,1)

EGARCH
(1,1)

TARCH
(1,1) VAR VECM

S&PCNXNIFTY
(Near Month)

Pre-Crisis 93.81 94.55 94.47 94.5 94.53 94.51 94.54 94.54

Post-Crisis 98.07 98.37 98.35 98.33 98.31 98.31 98.37 98.37

S&PCNXNIFTY
(Next Month)

Pre-Crisis 92.80 93.49 93.40 93.41 93.43 93.41 93.48 93.47

Post-Crisis 97.92 98.21 98.19 98.17 98.17 98.16 98.20 98.20

S&PCNXNIFTY
(Far Month)

Pre-Crisis 82.64 84.99 84.75 84.29 84.31 84.31 84.90 84.89

Post-Crisis 97.96 98.18 98.17 98.15 98.15 98.15 98.18 98.18

CNXIT
(Near Month)

Pre-Crisis 99.55 99.56 99.55 99.55 99.56 99.56 99.56 99.56

Post-Crisis 96.63 96.69 96.68 96.63 96.63 96.63 96.68 96.68

CNXIT
(Next Month)

Pre-Crisis -97.51 32.19 31.48 31.98 31.95 32.01 -53.48 -55.07

Post-Crisis -146.9 10.74 10.70 05.01 05.09 04.9 10.70 10.66

CNXIT
(Far Month)

Pre-Crisis -100.1 00.03 00.03 00.026 00.03 00.026 -00.68 -00.63

Post-Crisis -95.61 02.18 02.18 01.97 01.97 01.97 02.18 02.17

BANKNIFTY
(Near Month)

Pre-Crisis 95.96 96.22 96.15 96.12 96.09 96.12 96.21 96.20

Post-Crisis 98.55 98.65 98.63 98.63 98.63 98.62 98.65 98.65

BANKNIFTY
(Next Month)

Pre-Crisis -58.94 33.97 33.96 33.97 33.96 33.97 33.97 33.44

Post-Crisis 95.99 96.32 96.2 96.13 96.10 96.10 96.27 96.25

BANKNIFTY
(Far Month)

Pre-Crisis -153.7 00.06 00.04 00.008 -00.02 -00.06 00.05 -00.24

Post-Crisis -21.2 27.4 27.37 -18.84 -19.18 -19.18 25.99 25.59

Table 6:  Descriptive Statistics of Futures Contracts Volume

Symbol Contract 
month Period Count Mean Minimum Maximum Std. Dev.

S&PCNXNIFTY

Near
Pre 1898 135556.2 19 1338598 183077.1
Post 1573 427064.2 14371 1251159 208680.7

Next
Pre 1898 17196.69 0 456357 47617.18
Post 1573 58028.91 331 654667 92553.04

Far
Pre 1898 351.8298 0 11833 799.4081
Post 1573 2416.155 11 25076 2501.269

CNXIT

Near
Pre 1092 471.1612 0 3683 480.5841
Post 1611 264.2384 1 3028 243.8575

Next
Pre 1092 50.45238 0 3164 213.6881
Post 1611 34.89758 0 2981 121.7317

Far
Pre 1092 0.130952 0 50 1.882008
Post 1611 0.109870 0 20 0.860288

BANKNIFTY

Near
Pre 638 2011.188 27 10453 1.409485
Post 1612 60314.10 557 343417 38311.60

Next
Pre 638 173.9169 0 3087 432.0245
Post 1612 6517.636 0 92572 12209.66

Far
Pre 638 0.147335 0 32 1.382868
Post 1612 139.6712 0 3801 259.1689
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Table 7:  Correlation Coefficient of Return Series

Symbol Contract month Period Count Correlation Coefficient

S&PCNXNIFTY

Near
Pre 1897 0.973

Post 1572 0.992

Next
Pre 1897 0.967

Post 1572 0.992

Far
Pre 1897 0.922

Post 1572 0.991

CNXIT

Near
pre 1091 0.999

Post 1610 0.984

Next
Pre 1091 0.568

Post 1610 0.328

Far
Pre 1091 -0.0180

Post 1610 0.148

BANKNIFTY

Near
Pre 637 0.982

Post 1611 0.994

Next
Pre 637 0.584

Post 1611 0.982

Far
Pre 637 0.024

Post 1611 0.524



89

THE INFLUENCE OF DIFFERENT INFORMATION  
SOURCES ON INNOVATION PERFORMANCE:  

EVIDENCE FROM FRANCE, THE NETHERLANDS AND CROATIA

Mirjana Pejić Bach, PhD
University of Zagreb, Croatia 
Faculty of Economics & Business – Zagreb, 
Department of informatics
E-mail: mpejic@efzg.hr

Andjelko Lojpur, PhD
University of Montenegro, Faculty of Economics
E-mail: andjelko@ac.me

Sanja Peković, PhD
University of Montenegro, Faculty of Tourism and 
Hotel Management
E-mail: pekovic.sanja@yahoo.fr

Tatjana Stanovčić, PhD
University of Montenegro, Faculty of Tourism and 
Hotel Management
E-mail: stanja@ac.me

South East European Journal of Economics and Business
Volume 10 (2) 2015, 89-101 

DOI:  10.1515/jeb-2015-0012

Copyright © 2015 by the School of Economics and Business Sarajevo

Mirjana Pejić Bach, Andjelko Lojpur, Sanja Peković, Tatjana Stanovčić

Abstract

Information sources are considered a catalyst for innovation improvement, and because of this it is particu-
larly important to learn more regarding their impact on innovation performance. Therefore, the goal of this 
research is to investigate to what extent the usage of different information sources influences internal and 
external R&D activities in three countries, Croatia, France and the Netherlands, by employing CIS data, which 
covers the period from 2006 to 2008. These countries were chosen because of the different levels of their coun-
try competitiveness (measured by the Global Competitiveness Index), which permits us to investigate if the 
usage of information sources has varying impact on their innovation performance. Our results reveal that 
internal sources, customers, suppliers and universities are important information sources for both internal 
and external R&D activities in all three countries. However, significant differences are also found. Firms from 
the Netherlands (which has the highest country competitiveness) use information sources differently, relying 
on competitors as one of their most important sources of innovation. On the other hand, the government did 
not have any impact on firms in Croatia (which has the lowest country competitiveness), indicating that this 
may be the reason for similar countries lagging behind.

Keywords: 	information sources, innovation  
intensity, Croatia, France, Netherlands

JEL: O32, D83

1. 	Introductory remarks and  
related literature 
Innovation is today considered one of the main 

drivers of economic growth. The empirical literature 
increasingly shows the benefits that firms can obtain 
from being innovative. Indeed, innovation is consid-
ered a strategic tool that helps firms achieve competi-
tive advantage (e.g. Porter, 1990), with innovations in 
information and communication technology among 
the most important (Pejić Bach, 2014; Varajão et al., 
2009). Consequently, much research has been con-
ducted in order to investigate the drivers of innovation 
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in developing countries (e.g. see Lojpur et al., 2015 for 
comprehensive reviews; Hashi et al., 2013b; Pejić Bach 
et al., 2013). The most frequently examined factors 
that influence the level of innovativeness are the size 
and type of the firm, its industrial sector, group mem-
bership, technological opportunities, market share, 
information sources, degree of competition and its 
absorptive innovation capacity (Crepon et al.,1998; 
Kleinknecht & Mohnen, 2002; Lojpur et al., 2015).

In today’s business, firms’ innovative activities 
mainly depend on complementary information 
sources that can be obtained internally or externally. 
Scholars argue that firms can achieve significant ad-
vantages through the interfirm flow of cross-border 
knowledge, which can enhance firm innovative-
ness (Iwasa & Odagiri 2004). Therefore, among the 
previously mentioned innovation drivers, informa-
tion sources are one of the most important (Varis & 
Littunen, 2010). Accordingly, competitive advantage 
is based on open-innovation, in which firms obtain 
sources of knowledge through a variety of external 
open pathways (Chesbrough, 2003; Chesbrough, 
2006), as well as on social relationships (Leonard & van 
Zyl, 2014; Roblek et al., 2013). Through open innova-
tion, firms’ activities are based on the sourcing of ex-
ternal knowledge (Chesbrough, 2006; Krotov, 2008). 
Moreover, networks of customers, suppliers, com-
petitors and other non-market participants are a key 
source of innovations (de Reuver, 2009, West & Bogers, 
2014). Additionally, by establishing network ties, firms 
can expand their knowledge and thus enhance their 
innovation capabilities.

Despite the apparent importance of information 
sources for innovation, the available studies explore 
the statistical relationships between certain sources 
of information and innovation performance, but rarely 
address if different economic frameworks may influ-
ence this relationship. Previous research argues that 
innovation performance is dependent on institutional 
frameworks and the various structural characteristics 
of the national economy (Lojpur et al., 2015). However, 
research on the impact of information sources on in-
novation activities is usually conducted on only one 
country (e.g. Segarra-Blasco & Arauzo-Carod, 2008). 
Research conducted on a sample of three and more 
countries is scarce. One example is the research con-
ducted by Griffith et al. (2006) that revealed that the 
usage of information sources is somewhat different in 
France, Germany, Spain and UK. 

In our work, we have focused on three countries: 
the Netherlands, France and Croatia. We have chosen 
these three countries because they differ according to 
their competitiveness. As a proxy for country competi-
tiveness, we have used the Global Competitiveness 

Index. The Netherlands ranked 8th, France ranked 
16th  and Croatia ranked 61st  according to the Global 
Competitiveness Report in 2008-2009 (Schwab & 
Porter, 2010). In addition, at the time of the research, 
Croatia was a candidate EU-member country, and a 
post-communist country, which could be sources of 
possible differences. Therefore, the choice of these 
three countries allowed us to shed some light on the 
possibly variable impact of information sources on 
the innovation activities in three different countries, 
measured in internal and external R&D investments. 
Such research is scarce, since other authors have com-
pared countries that have similar innovation activi-
ties (Griffith et al., 2006). Hashi et al (2013a) compare 
EU member and candidate countries according to 
knowledge spillovers, innovation activities, and the 
competitiveness of their industries, and revealed that 
substantial differences exist. These studies, however, 
compare only groups of countries without providing 
comparison at the individual country level. 

Therefore, in order to remedy this lack in the litera-
ture, this paper presents an empirical examination of 
the influence of different information sources on inno-
vation performance in three countries: France, Croatia 
and the Netherlands. The data are derived from the 
‘Community Innovation Survey’ (CIS8), a cross-section-
al survey that covers the period from 2006 to 2008. 
Using other data sources for comparison of innova-
tion activities is of questionable reliability because of 
the “substantial discrepancies in the representation of 
industries from new and old EU member states in the 
EU market and in the quality of their exports” (Hashi et 
al., 2013a, p.28). Hence, in our work, we have focused 
only on the CIS database. 

In this research we have investigated the impact 
of different information sources (internal, market re-
lated, and non-market related) on innovative activi-
ties. As a proxy for the level of innovative activities, we 
use two indicators: internal and external R&D. Internal 
R&D indicates if the firm engages in creative work to 
increase the stock of knowledge for developing new 
and improved products and processes, while external 
R&D indicates if the firm engages with other partners 
for the purpose of innovative activities. The choice of 
two dependent variables is related to the theory of 
knowledge-based innovations, which considers R&D 
the main source for new or improved products and 
processes (Amara and Landry, 2005). This paper will 
provide important insights into how firms from dif-
ferent countries (with different levels of country com-
petitiveness) perceive and engage in using different 
information sources as the drivers of innovation ac-
tivities. The results of our research may help a firm’s 
managers and policy-makers to improve the targeting 
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of their policies and strategies for acquiring informa-
tion as a driver of innovation. At the same time, the 
results can be beneficial for external agents, such as 
governmental bodies, universities, consultants, and 
conferences, who can test if the information that they 
provide themselves has a positive impact on the in-
novative activities of firms in the countries where they 
operate.

In the next section we present a literature review, 
followed by our empirical strategy. We then discuss 
our findings. The final section concludes by highlight-
ing the implications and contributions of this research.

2. 	Literature review

In order to create competitive advantage, firms 
have to rely on knowledge from different partners. 
If firms rely only on their internal resources, they will 
miss important opportunities that various actors 
could provide them (Chesbrough, 2003). Accordingly, 
innovation activities present an interactive process 
involving relationships between firms and different 
market actors (Yam et al., 2011), since interaction with 
various sources of information can offer additional 
assets that are necessary for innovation (Romijn and 
Albaladejo, 2002). Previous scholars provide argu-
ments that support the positive link between different 
sources of information and innovation performance. 
Indeed, it is argued that the ability of firms to absorb 
knowledge gained through their networks is critical 
to successful innovation (Cohen & Levinthal, 1990). 
Several researchers have investigated different infor-
mation sources that could impact the innovation ac-
tivities of firms (e.g. Amara & Landry, 2005; Leiponen 
et al., 2011; Herstad et al., 2014). The rationale that 
links different sources of information and innova-
tion performance is based on the fact that access to a 
larger variety of sources of information provides firms 
with more timely information about opportunities for 
development (Burt, 1992). The following discussion 
summarizes those arguments.

Internal sources may also have an impact on firm 
innovation. More precisely, sources inside a firm or 
Group facilitate the transfer of knowledge that im-
proves innovation performance (Frenz and Ietto-
Gillies, 2007; Lojpur et al., 2015). 

Market related sources of information, such as cus-
tomers and suppliers, are considered an important 
mechanism through which firms improve their inno-
vation activities (Amara and Landry, 2005). Customers 
are important relationship partners that can pro-
vide advantageous information (e.g. competition, 
new technology, and customer needs). In this sense, 

Rothwell (1994) lists the following customer related 
mechanisms that help firms to improve their level of 
innovation: complementary knowledge; precise sets 
of user requirements; sources of solicited information 
on new/ evolving needs; information on post-launch 
improvements; and enhancements to the likelihood 
that innovation will be adopted by other firms within 
the same user community. Suppliers are also sources 
of information that provide information sharing gen-
erated by their customers and suppliers. Previous 
scholars confirmed the important role of suppliers 
for the development of innovation activities (Teubal 
et al., 1991; Bruce et al., 1995). Information obtained 
from competitors helps firms to improve their posi-
tion by diagnostic benchmarking and position ad-
vantage building (Day & Wensle, 1988; Dickson, 1992). 
Therefore, Lawson and Samson (2001) argue that a 
firm with superior competitor information can use this 
knowledge to its advantage by applying its strengths 
against a rival’s weakness and internalize competitors’ 
strengths by imitation and improvement.

Information for innovative activities can be also 
provided from agents that are not directly related to 
the market, like consultants, universities, governmen-
tal bodies, as well as conferences, trade fairs and ex-
hibitions. Tether & Tajar (2008) argue that consultants 
have an important role for innovation in firms, since 
they can act as sources of external ideas. Moreover, 
Hargadon & Sutton (1997) argue that consultants 
do not create fundamentally new technologies but 
transfer ideas from one context to another, which it-
self leads to improved innovation. Since universities 
are recognized for their abilities to produce highly 
qualified professionals and cutting edge scientific 
research, more cooperation between firms and uni-
versities could improve the diffusion of knowledge, 
resulting in greater firm innovation (Janeiro et al., 
2013). Cooperation with government provides access 
to financial resources and information infrastructures, 
which help firms to become innovative. In the same 
vein, Amara & Landry (2005) underline the importance 
of sources of information from government, indicat-
ing that the more sustained and intense the interac-
tions between firms and government, the more these 
boost innovation performance. Conferences, trade fairs 
and exhibitions are considered platforms for new prod-
ucts or the promotion of services. Therefore, partici-
pation in these events supports knowledge creation 
and interactive learning (Maskell et al., 2004; Bathelt & 
Schuldt, 2008), which advance innovation. 

In sum, different sources of innovation are positive-
ly associated with innovation activities. Therefore, we 
test whether information sources from (a) firm itself; (b) 
customers; (c) suppliers (d) competitors; (e) consultants; 
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(f ) universities; (g) government; (h) and conferences are 
positively associated with a firm’s R&D activities. 

In our model, we also use the following control var-
iables: the size of the company, if the company is part 
of the group, the market in which the company oper-
ates (local, national, EU, other), the most important 
market of the company (local and national), usage of 
external funding, and the industry in which the com-
pany operates. We presume that the size of the com-
pany, if the company is part of the group and has an 
orientation towards the EU and other markets, as well 
as funding, should have a positive impact on innova-
tive activities. At the same time, orientation towards 
local and national markets should have a negative im-
pact, while for the most part the industry in which the 
company operates should have a neutral effect. Our 
presumptions regarding the impact of control vari-
ables on innovative activities are based on Lojpur et 
al., (2015).

3. 	Methodology

3.1.  Data sources

The data are derived from a cross-sectional survey 
called the ‘Community Innovation Survey,’ (CIS8) 
which covers the period from 2006 to 2008 and is 
based on the Oslo Manual drawn up by the OECD. The 
Community Innovation Survey is the result of a signifi-
cant increase in the importance given to innovation 
issues at the EU level. The CIS surveys are comprehen-
sive in terms of the range of questionnaire items, in-
cluding direct measures of innovation performance 
and a wide variety of factors influencing innovation. 
The Community Innovation Survey also collects data 
on the usage of different information sources for in-
novation (Tether, 2001; Fagerberg et al., 2012). More 
precisely, CIS tracks the usage of the following infor-
mation sources as drivers of innovation: firm, suppli-
ers, customers, competitors, consultants, universities, 
government, and conferences. We use the CIS8 from 
three countries, France, the Netherlands and Croatia. 
The CIS8 survey in France is carried out by the Ministry 
of Economics, Finances and Industry, the data from 
Netherlands is created by Statistics Netherlands, 
while in Croatia the CIS8 survey is carried out by the 
Central Bureau of Statistics. The French sample con-
tains 19,901 observations, the Netherlands sample 
contains 10,612 observations, and the Croatian sam-
ple contains 3,333 observations. CIS data for France 
and Croatia was obtained from the responsible na-
tional bodies for external media (CD), while CIS data 
for the Netherlands was used in the research on-site at 

the Statistics Netherlands, Den Haag, the Netherlands 
during May, 2014. 

3.2.  Dependent Variable

In order to examine the influence of different infor-
mation sources related to R&D activities we use two 
indicators. The first, called R&D internal, is a binary 
variable indicating if during the three years from 2006 
to 2008 a firm engaged in creative work to increase its 
stock of knowledge for developing new and improved 
products and processes. The second, R&D external, 
is also a binary variable and measures if during the 
three years from 2006 to 2008 a firm engaged with 
other partners in creative work to increase its stock of 
knowledge for developing new and improved prod-
ucts and processes. 

3.3.  Explanatory Variables

Since firms gain new ideas from a different variety of 
sources, we use eight dummy variables that repre-
sent different types of information sources for a firm’s 
innovativeness. More precisely, we use the variable 
Firm, which is a binary variable that takes the value 
1 if important information sources include the firm 
itself; Supplier is a binary variable that indicates if a 
firm’s important information sources include suppli-
ers of equipment, materials, components, or software; 
the variable Customer indicates that customers are 
among a firm’s important information sources; the 
variable Competitors takes the value 1 if competi-
tors are among a firm’s important information sourc-
es; Institutions takes the value 1 if institutions are 
among a firm’s important information sources; the 
binary variable Universities equals 1 if universities 
are among a firm’s important information sources; the 
variable Government gives us an answer if govern-
ment is among a firm’s important information sources; 
and finally, Conferences present a binary variable that 
takes the value 1 if conferences are among a firm’s im-
portant information sources. 

The explanatory variables are: 
–– Firm itself:	 During the three years from 2006 to 

2008, important information sources included the 
firm itself; Dummy variable (=1 if yes)

–– Supplier: During the three years from 2006 to 2008, 
important information sources included suppliers 
of equipment, materials, components, or software; 
Dummy variable (=1 if yes)

–– Customer: During the three years from 2006 to 
2008, important information sources included 



The influence of different information sources on innovation performance: evidence from France, the Netherlands and Croatia

93South East European Journal of Economics and Business,  Volume 10 (2) 2015

customers; Dummy variable (=1 if yes)
–– Competitors: During the three years from 2006 

to 2008, important information sources included 
competitors or other firms in the sector; Dummy 
variable (=1 if yes)

–– Consultants: During the three years from 2006 to 
2008, important information sources included con-
sultants; Dummy variable (=1 if yes)

–– Universities: During the three years from 2006 
to 2008, important information sources included 
universities or other higher education institutions; 
Dummy variable (=1 if yes)

–– Government: During the three years from 2006 to 
2008, important information sources included gov-
ernment or public research institutes; Dummy vari-
able (=1 if yes)

–– Conference: During the three years from 2006 to 
2008, important information sources included con-
ferences, trade fairs, exhibitions; Dummy variable 
(=1 if yes)

3.4.  Control Variables

Following previous studies we use several control vari-
ables, such as Size, Group, Market, Funding and Sector 
of Activity, which we found to be important drivers of 
R&D activities (e.g. Harris & Trainor, 2011; Lojpur et al., 
2015). 

The control variables are: 
–– Size: Size of the firm; Number of employees, 

Continuous variable
–– Group: Whether belonging to a group; Dummy 

variable (=1 if yes)
–– Local: The firm has sold its products and/or servic-

es on the local market during the last three years; 

Dummy variable (=1 if yes)
–– National: 	 The firm has sold its products and/or 

services domestically during the last three years; 
Dummy variable (=1 if yes)

–– EU: The firm has sold its products and/or services in 
other European Union (EU), EFTA or EU candidate 
countries during the last three years; Dummy vari-
able (=1 if yes)

–– Local – the most important market: Local market 
as the most important market; Dummy variable (=1 
if yes)

–– National – the most important market: National 
market as the most important market; Dummy vari-
able (=1 if yes)

–– Funding: Public funding from local or regional au-
thorities, the central government, the EU, the EU’s 
6th  or 7th  Framework Programme for RTD; Dummy 
variable (=1 if yes) 

–– Sector of activity: The main activity of the firm is in 
a particular sector; Dummy variable (=1 if yes)

The variables used in estimation and sample statis-
tics for France, Croatia and Netherlands are presented 
in Table 1.

3.5.  Empirical strategy

Following the previous literature, the following 
econometric specifications are estimated to shed light 
on information sources that drive cross-country R&D 
activities: 

16
*

1
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                 (1)

where Xi represents the vector of variables for dif-
ferent sources of innovation and controls; β1-β16 are 

Table 1:  Definition of variables and sample statistics 

Variables France The Netherlands Croatia
Mean SD Mean SD Mean SD

Dependent variables

R&D internal (binary 0-1) 0.23 0.42 0.18 0.39 0.19 0.39
R&D external (binary 0-1) 0.10 0.30 0.10 0.30 0.14 0.35

Explanatory variables: Information sources

Firm itself (binary 0-1) 0.32 0.46 0.26 0.44 0.29 0.45
Suppliers (binary 0-1) 0.20 0.40 0.21 0.41 0.26 0.44
Customers (binary 0-1) 0.20 0.40 0.20 0.40 0.24 0.43
Competitors (binary 0-1) 0.13 0.34 0.13 0.33 0.17 0.37
Consultants (binary 0-1) 0.07 0.26 0.07 0.26 0.09 0.28
Universities (binary 0-1) 0.05 0.22 0.05 0.22 0.07 0.25
Government (binary 0-1) 0.04 0.19 0.04 0.19 0.04 0.20
Conferences, trade fairs and exhi-
bitions (binary 0-1)

0.12 0.33 0.10 0.30 0.19 0.40
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slope coefficients to be estimated and α and μ are the 
intercept and the disturbance term, respectively. The 
model of firms’ R&D activities is stated as a discrete-
choice model, with the dummy variables indicating 
R&D activities, internal and external, as the dependent 
variables Yi:

*1 0,
0 .

i i

i

Y if Y
Y otherwise
= >
= 	 			          (2)

We specified logistic distributions for μ and maxi-
mized the log-likelihood of the logit models (Greene, 
2003) to estimate the models’ parameters up to a posi-
tive constant.

4. 	Results
The first goal of the present study is to examine the 

relationship between different types of sources of in-
novation on R&D performance. Tables 2, 3 and 4 pro-
vide this information.

We can notice from Table 2 that six out of the eight 
examined sources of information influence positive-
ly and significantly internal R&D activities in French 
firms. More precisely, only suppliers and competitors 
are not relevant as sources for a firm’s internal R&D 
improvement. However, when looking at external 
R&D activities, we may conclude that suppliers play a 
significant role as a source of external R&D activities. 
Only competitors are not significantly related to exter-
nal R&D activities. Most of the control variables have 
a significant impact on both internal and external 
R&D activities in French firms. However, orientation 

Table 1:  Continued

Variables France The Netherlands Croatia
Mean SD Mean SD Mean SD

Control variables

Size (# of employees) 268.56 2549.25 204.93 3314.00 127.49 441.67
Group (binary 0-1) 0.63 0.48 0.54 0.50 0.26 0.44
Local market (binary 0-1) 0.85 0.35 0.73 0.45 0.89 0.32
National market (binary 0-1) 0.58 0.49 0.68 0.46 0.50 0.50
EU market (binary 0-1) 0.34 0.47 0.43 0.49 0.37 0.48
Other market (binary 0-1) - - - - 0.28 0.45
Local market – the most impor-
tant (binary 0-1)

0.58 0.49 0.36 0.48 0.60 0.49

National market – the most im-
portant (binary 0-1)

0.33 0.47 0.38 0.48 0.23 0.42

External funding (binary 0-1) 0.07 0.26 0.09 0.29 0.10 0.31
Manufacturing (binary 0-1) 0.29 0.45 - - 0.42 0.50
Agrifoods (binary 0-1) 0.06 0.23 - - - -
Services (binary 0-1) 0.23 0.42 - - 0.19 0.40
Finance (binary 0-1) 0.02 0.15 - - - -
Sales (binary 0-1) 0.22 0.42 - - 0.11 0.31
Construction (binary 0-1) 0.05 0.22 - - 0.16 0.37
Transport (binary 0-1) 0.12 0.32 - - 0.06 0.24
Food, nutrition & flowers (binary 
0-1)

- - 0.08 0.26 - -

High tech systems & materials 
(binary 0-1)

- - 0.13 0.34 - -

Life science (binary 0-1) - - 0.07 0.25 - -
Main ports & logistics (binary 
0-1)

- - 0.35 0.48 - -

Shipping (binary 0-1) - - 0.07 0.25 - -
Chemical (binary 0-1) - - 0.11 0.31 - -
Creative (binary 0-1) - - 0.13 0.34 - -
Energy (binary 0-1) - - 0.04 0.21 - -

Note: All of the variables are Dummy variables (=1 if yes), except the size which is measured by the number of employees
Source: Authors’ calculation using CIS8 in France, the Netherlands, Croatia
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towards the local and national market has a negative 
effect on both internal and external R&D. 

Turning to the sample from the Netherlands (Table 
3), the situation is slightly different compared to the 
French sample. We may notice that, as with the pre-
vious results, competitors are not significantly associ-
ated with internal R&D activities, but have a significant 
impact on external R&D. Also, the findings suggest 
that government is not a significant source of R&D 
activities (both internal and external) when looking 
at firms from the Netherlands. In this sense, com-
pared to the French case, where government should 
continue to provide incentives regarding R&D, firms 
in the Netherlands are not dependent on this type 

of incentive. Furthermore, the impact of conferences, 
trade fairs and exhibitions disappears when we look 
at external R&D activities. Control variables have a 
weaker effect on innovative activities compared to 
the French sample. Size does not have any impact, 
while firms that are part of the group are more ac-
tive regarding external R&D. On the other hand, as 
with the French sample, orientation towards the lo-
cal market as most important has a negative effect 
both on internal and external R&D. It is interesting to 
note that funding has a negative effect on external 
R&D. Industry sector is not related to innovativeness, 
with the one exception of firms from the high techni-
cal systems & materials sector, which are more active 

Table 2:  The impact of source of innovation on R&D – French Sample

Internal R&D External R&D 
Estimate SE Estimate SE

Intercept -3.24*** 0.13 -4.65*** 0.15

Explanatory variables: Information sources

Firm itself 3.10*** 0.07 2.41*** 0.10
Suppliers -0.03 0.06 0.25*** 0.06
Customers 0.83*** 0.06 0.29*** 0.07
Competitors 0.05 0.07 0.04 0.07
Consultants 0.24*** 0.09 0.69*** 0.07
Universities 0.62*** 0.13 0.21*** 0.10
Government 0.33*** 0.14 0.35*** 0.11
Conferences, trade fairs, exhibitions 0.49*** 0.07 0.12* 0.07

Control variables

Size 0.00*** 0.00 0.00*** 0.00
Group 0.14*** 0.06 0.71*** 0.06
Local Market -0.29*** 0.07 0.05 0.07
National 0.26*** 0.08 0.07 0.10
EU market 0.41*** 0.07 0.17* 0.09
Local – the most important -0.41*** 0.11 -0.31*** 0.11
National – the most import. -0.06 0.10 -0.18** 0.08
Funding 1.30*** 0.10 0.83*** 0.07
Agrifood 0.02 0.11 0.31*** 0.11
Services -0.22*** 0.07 -0.38*** 0.08
Finance -0.36*** 0.15 -0.19 0.16
Commerce -1.02*** 0.08 -0.34*** 0.09
Construction -0.95*** 0.14 -0.40*** 0.17
Transport -0.01 0.11 -0.27*** 0.14

Tests of global quality

Test of prediction model (concordant 
percentage)

94.4 90.7

Test of global nullity (likelihood ratio) 1264.73*** 4718.65***
Number of observations 19 901 19 901

Notes: (*), (**) and (***) indicate parameter significance at the 10, 5 and 1 percent levels, respectively; Reference for sector 
activity: manufacturing

Source: Authors’ calculation using CIS8 in France
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regarding external R&D. 
Finally, when looking at Croatian firms, we may 

say that the important sources for R&D activities are 
more similar to those from the Netherlands than they 
are to the results from France. Table 4 indicates that 
as with firms from the Netherlands, competitors and 
government do not positively influence internal R&D. 
Moreover, competitors do influence external R&D, 
while the relationship is not significant for govern-
ment and conferences, trade fairs, and exhibitions. 
Regarding control variables, size has a significant 
impact on both internal and external R&D, as well as 
funding. Also, orientation towards the EU market as 

well as other markets, positively influences external 
R&D. Some of industries have a negative effect on in-
novation activities, such as transport and services. 

5. 	Discussion

In order to discuss our findings, a summary of the 
research is presented in Table 5. For each of the inde-
pendent variables the following information is pro-
vided: (i) if the independent variable does not have a 
significant impact, this is stated as None; (ii) if the in-
dependent variable does have a significant impact on 

Table 3:  The impact of source of innovation on R&D – the Netherlands Sample

Internal R&D External R&D 
Estimate SE Estimate SE

Intercept -4.58*** 0.31 -4.81*** 0.32

Explanatory variables: Information sources

Firm itself 2.93*** 0.12 -2.10*** 0.14
Suppliers 0.45*** 0.10 0.43*** 0.10
Customers 0.81*** 0.10 0.53*** 0.10
Competitors -0.09 0.10 0.45*** 0.10
Consultants 0.20 * 0.11 1.10*** 0.10
Universities 0.46** 0.16 0.93*** 0.14
Government 0.13 0.18 -0.17 0.16
Conferences, trade fairs, exhibitions 0.35*** 0.10 0.14 0.10

Control variables

Size -0.00 0.01 -0.00 0.00
Group 0.05 0.09 0.35*** 0.10
Local Market 0.11 0.10 0.03 0.10
National 0.27** 0.14 0.04 0.15
EU market 0.22** 0.11 0.20* 0.12
Local – the most important -0.33*** 0.11 -0.20** 0.11
National – the most import. -0.21 0.16 -0.27* 0.17
Funding -0.00 0.13 -0.26** 0.12
Food, Nutrition & Flowers 0.07 0.17 0.28* 0.15
High Tech Systems & Materials 2.25 0.13 0.89*** 0.10
Life Sciences 0.33 0.30 0.14 0.30
Main Ports & Logistics 0.77 0.28 0.20 0.28
Shipping 0.13 0.30 0.22 0.31
Chemical industry -0.53 0.28 -0.14 0.28
Creative industry -0.42 0.32 -0.07 0.33
Energy 0.44 0.29 -0.03 0.30

Tests of global quality

Test of prediction model (concordant 
percentage)

95.9 93.0

Test of global nullity (likelihood ratio) 2917.66*** 2912.79***
Number of observations 10612 10612

Notes: (*), (**) and (***) indicate parameter significance at the 10, 5 and 1 percent levels, respectively; Reference for sector 
activity: manufacturing

Source:  Authors’ calculation using CIS8 in the Netherlands
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the dependent variable, (+) or (-) signs are used to in-
dicate the direction of the impact and 1%, 5% or 10% 
are used to indicate the level of significance. 

The firm itself, when used as an internal source 
of information for internal R&D activities, is statisti-
cally significant in all three countries, which is in line 
with the findings of Frenz & Ietto-Gillies (2007). The 
contribution of our research is that relying on inter-
nal sources of information is negatively related to 
external R&D activities in the Netherlands, which is 
the highest ranked country according to the Global 

Competitiveness Index. This may indicate that firms 
that invest more in external R&D activities do not rely 
on internal sources of innovation in countries with a 
higher level of competitiveness. 

Market-related information sources (suppliers, 
customers, and competitors) are also investigated. 
The usage of customers as a source of information 
has a positive impact both on internal and external 
R&D, which confirms research conducted by Rothwell 
(1994). A similar impact is generated by the usage of 
suppliers as a source of information, similar to Teubal 

Table 4:  The impact of source of innovation on R&D - Croatian Sample

Internal R&D External R&D 

Estimate SE Estimate SE

Intercept -3.09*** 0.34 -4.29*** 0.39

Explanatory variables: Information sources

Firm itself 1.93*** 0.15 1.55*** 0.17

Suppliers 0.60*** 0.14 0.70*** 0.15

Customers 0.80*** 0.15 0.48*** 0.17

Competitors 0.13 0.14 0.31** 0.15

Consultants 0.33** 0.17 0.94*** 0.16

Universities 0.46** 0.19 0.52*** 0.19

Government -0.09 0.24 0.14 0.23

Conferences, trade fairs, exhibitions 0.48*** 0.14 0.21 0.15

Control variables

Size 0.00*** 0.00 0.00** 0.00

Group -0.05 0.14 -0.01 0.15

Local Market 0.04 0.21 0.14 0.22

National 0.17 0.16 0.05 0.17

EU market 0.04 0.18 0.34* 0.19

Other 0.14 0.17 0.40** 0.18

Local – the most important 0.02 0.22 -0.13 0.23

National – the most import. 0.20 0.22 -0.19 0.23

Funding 0.41*** 0.14 0.53*** 0.15

Construction -0.34 0.27 0.36 0.29

Sales -0.27 0.29 0.50 0.32

Transport -0.74** 0.35 0.12 0.38

Services -0.77*** 0.27 0.37 0.30

Tests of global quality

Test of prediction model (concordant 
percentage)

90.3 89.0

Test of global nullity (likelihood ratio) 1211.26*** 883.44***

Number of observations 3333 3333

Notes: (*), (**) and (***) indicate parameter significance at the 10, 5 and 1 percent levels, respectively; Reference for sector 
activity: manufacturing

Source: Authors’ calculation using CIS8 in Croatia
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et al.(1991) and Bruce et al.(1995), while France is an 
exception, since suppliers did not have a significant 
impact on internal R&D in companies in that country. 
The usage of competitors as an information source for 
internal R&D does not have a significant impact in any 
of the countries, which runs contrary to the results of 

Day & Wensle (1988) and Dickson (1992). Our research 
reveals that having competitors as a source of infor-
mation has a positive impact in the Netherlands and 
Croatia only on external R&D, although the impact in 
the Netherlands is stronger (significant at 1%) com-
pared to that of Croatia (significant at 5%). This may 

Table 5:  Summary of results 

Variables France Netherlands Croatia
R&D 

Internal
R&D 

External
R&D Internal R&D 

External
R&D Internal R&D 

External

Explanatory variables

Firm itself (+) 1% (+) 1% (+) 1% (-) 1% (+) 1% (+) 1%
Suppliers None (+) 1% (+) 1% (+) 1% (+) 1% (+) 1%
Customers (+) 1% (+) 1% (+) 1% (+) 1% (+) 1% (+) 1%
Competitors None None None (+) 1% None (+) 5%
Consultants (+) 1% (+) 1% (+) 10% None (+) 5% (+) 1%
Universities (+) 1% (+) 1% (+) 5% (+) 1% (+) 5% (+) 1%
Government (+) 1% (+) 1% None None None None
Conference, fairs and exhibitions (+) 1% (+) 10% (+) 1% None (+) 1% None

Control variables

Size (+) 1% (+) 1% None None (+) 1% (+) 5%
Group (+) 1% (+) 1% None (+) 1% None None
Local (-) 1% None None None None None
National (+) 1% None (+) 5% None None None
EU (+) 1% (+) 10% (+) 5% (+) 10% None (+) 10%
Other - - - - None (+) 5%
Local – the most important (-) 1% (-) 1% (-) 1% (-) 5% None None
National – the most import. None (-) 5% None (-) 5% None None
Funding (+) 1% (+) 1% None (-) 5% (+) 1% (+) 1%
Agrifoods None (-) 1% - - - -
Services (-) 1% (-) 1% - - (-) 1% None
Finance (-) 1% None - - - -
Commerce / Sales (-) 1% (-) 1% - - None None
Construction (-) 1% (-) 1% - - None None
Transport None (-) 1% - - (-) 5% None
Food, nutrition & flowers - - None (+) 10% - -
High tech systems & materials - - None (+) 1% - -
Life science - - None None - -
Main ports & logistics - - None None - -
Shipping - - None None - -
Chemical industry - - None None - -
Creative industry - - None None - -
Energy - - None None - -

Tests of global quality

Test of prediction model (con-
cordant percentage)

94.4 90.7 95.9 93.0 90.3 89.0

Test of global nullity (likelihood 
ratio) 

1264.73*** 4718.65*** 2917.66*** 2912.79*** 1211.26*** 883.44***

Notes:  None indicates no significant impact, (+) or (-) signs indicate significant impact and 1%, 5% or 10% are used in order 
to indicate the level of the significance. 

Source:  Authors’ calculation using CIS8 in France, Netherlands, Croatia
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indicate that the usage of competitors as a source 
of information could be a significant generator of 
country competitiveness, which is the case in the 
Netherlands. It may also be a significant generator of 
innovativeness in countries which struggle with com-
petitiveness, such as Croatia. 

Information sources that are not related to the 
market have a mixed impact. Universities have a posi-
tive impact on both internal and external R&D ac-
tivities. However, firms in the Netherlands report no 
impact from consultants and conferences, fairs and 
exhibitions on R&D external activities, which confirms 
the findings of Janeiro et al. (2013). Also, government 
seems to have no impact as an information source for 
innovative activities for internal R&D activities among 
firms in the Netherlands. Moreover, government does 
not have any impact on internal or external R&D ac-
tivities in Croatian firms. A lack of governmental sup-
port may be the reason for lower innovative activities 
in Croatia, which in turns negatively impacts the com-
petitiveness of the country, which confirms the find-
ing of Amara & Landry (2005). As a result, because of 
lower competitiveness, governmental information 
sources remain irrelevant, thus creating a vicious cycle 
of low innovativeness and low competitiveness in de-
veloping countries. On the other hand, governmental 
sources of information were also irrelevant for compa-
nies in the Netherlands, thus indicating that compa-
nies in most developed countries do not rely on gov-
ernment, but on other sources of information. 

Regarding the control variables, the results are also 
different across countries. Overall, the control varia-
bles in most cases do not have a significant impact on 
internal or external R&D in Croatian firms. The usage 
of funding, as well as orientation towards the EU and 
other markets, had significant impacts on innovative 
activities in Croatia. Orientation by the French firms 
towards local and national markets did not have a sig-
nificant impact on external R&D. Size, Group and ori-
entation to the local market did not have a significant 
impact on R&D activities in the Dutch firms. To sum-
marize, the control variables had a weaker impact for 
firms from the Netherlands, as representative of coun-
tries with higher country competitiveness, as well for 
the firms from Croatia, as representative of countries 
with lower country competitiveness. 

In general, the findings suggest that different types 
of information sources are useful complements to 
contextual factors in increasing the probability of a 
firm becoming innovative. Accordingly, to become in-
novative, firms have to be linked to different market 
actors through information and knowledge exchange. 
However, the results also suggest that not all infor-
mation sources influence innovation activities to the 

same degree in countries with different overall level of 
competitiveness. Moreover, based on our results we 
may also conclude that the overall level of competi-
tiveness and institutional framework matters when 
examining the relationship between information 
sources and R&D capabilities.

6. 	Conclusion

R&D capabilities are important tools for a firm’s 
overall growth that warrant continuing scholarly re-
search. The prior studies on R&D mainly focus their 
attention on the firm’s characteristics as drivers of a 
firm’s R&D activities instead of on broader mecha-
nisms that promote R&D. In order to fill this important 
gap in the literature, we provide an empirical analysis 
concerning the relationship between sources of infor-
mation and R&D activities. In doing so, we use eight 
proxies for information sources and we also distin-
guish between two types of R&D activities, internal 
and external. Additionally, in order to consider if insti-
tutional framework matters, we test our results using 
three countries: France, the Netherlands and Croatia. 
We have chosen these countries because of their dif-
ferent levels of overall competitiveness.

Our results indicate the following. First, it can be 
concluded that some sources of information have 
the same impact across the three different countries, 
irrespective of country competitiveness. Second, 
companies in the Netherlands, as a representative 
of countries with high country competitiveness, use 
information sources in a different manner. In Dutch 
companies, usage of internal information sources 
has a negative impact on external R&D, and the us-
age of competitors has a positive impact on exter-
nal R&D. This could indicate that the most innovative 
firms in the most developed countries do not rely 
on internal resources, but instead use competitors 
as an important source of information for innovative 
activities. Third, the usage of the government as an 
information source for innovative activities did not 
have a significant impact on internal or external R&D 
in Croatia, which could be the sources of the lower 
overall competitiveness of that country. Also, gov-
ernmental information did not have a significant im-
pact on internal or external R&D in the Netherlands. 
In addition, French firms reported that the usage of 
government sources of information for innovative 
activities has a positive impact on both internal and 
external R&D. Therefore, it may be that governmental 
support has a reverse U-relationship with innovative 
activities, making it successful only for countries that 
are developed, but not among the top ten countries 



The influence of different information sources on innovation performance: evidence from France, the Netherlands and Croatia

100 South East European Journal of Economics and Business,  Volume 10 (2) 2015

according to their competitiveness. Fourth, the results 
from France are similar to those from Croatia. At first 
sight, it may be striking that the impact of informa-
tion sources in France is more similar to its impact in 
Croatia than in the Netherlands. However, the France 
is not among the top ten countries in the world re-
garding country competitiveness as measured by 
the Global Competitiveness Index. Therefore, our re-
sults could indicate that the firms in the top innova-
tive countries (represented by the Netherlands) use 
information sources in a different manner compared 
to those of countries that lag behind (represented by 
France), while the countries that lag behind the most 
(represented by Croatia) miss government support. 
Overall, we may conclude that choices of innovation 
sources have varying effects on R&D performance 
from one country to another, and also that companies 
in countries with different competitiveness levels use 
information sources in different manners.

Regarding control variables, we can suggest that 
their impact depends on national context. Size, group, 
orientation towards national and EU markets and 
funding have a positive and significant impact on 
R&D activities in France. Conversely, only orientation 
towards national and EU markets as the most impor-
tant markets positively influence R&D activities in the 
Netherlands, as well as the high technical systems & 
materials sector. Regarding the case of Croatia, only 
size and funding significantly influence innovative ac-
tivities, indicating that in developing economies only 
large firms that are subsidized by external agents for 
their innovativeness invest in R&D.

A number of managerial implications emerge from 
this research. Identifying the successful sources of in-
novation may enable managers to define R&D strate-
gies in relation to their potential sources. Additionally, 
innovative activities are achieved not only through 
internal sources, but also through interaction with ex-
ternal knowledge sources. Therefore, managers have 
to be aware that they have to look outside their im-
mediate environment to boost their firm’s innovation 
activities. Our research also emphasizes that institu-
tional factors are important: matching the broader 
economic framework to differing types of informa-
tion sources yields the best outcomes for innovation 
activity. Governmental sources of information are not 
efficient both in developing and the most developed 
countries, thus raising the question of their usability in 
either context.

Two limitations of the research apply that could 
be overcome through future analysis. First, future re-
search should focus on the different indictors of in-
novation in order to propose a more comprehensive 
conclusion. Additionally, these findings emerge from 

cross-sectional data collected at one point in time in a 
limited number of countries. Therefore, a longitudinal 
approach with more countries in the sample would be 
welcome in confirming the obtained results.
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One of the thorniest issues in economics discourse is 
whether fiscal deficits contribute to inflationary pres-
sure in an economy. Although the seminal work of 
Sargent and Wallace (1981) triggered the debate on 
the relationship between deficits and inflation, re-
searchers have attempted to examine the connection 
among budget deficits, monetary growth and inflation 
(see Hamburger and Zwick 1981; McMillin and Beard 
1982; Ahking and Miller 1985). Catao and Terrrones 
(2005) suggested that if a government continuously 
runs budget deficits in order to attain macroeconomic 
objectives, it will resort to financing such deficits via 
credit creation and in turn puts upward pressure on 
inflation. The growth in money stock that results from 
the deficits raises private sector wealth and demand 
relative to the supply of goods and services, leading 

to higher inflation or prices. Moreover, the extent to 
which monetary policy is employed in balancing gov-
ernment’s budget is the key to determining the im-
pact of deficits on inflation (Sill 2005). The fiscal the-
ory of price level (FTPL) on the other hand, states that 
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prices are not determined by monetary growth, but 
only adjust to the increase in the private sector nomi-
nal wealth caused by the deficits that are financed via 
bonds (Tekin‐Koru and Özmen 2003). 

The Ricardian Equivalence (RE) predicts that defi-
cits may not lead to higher demand and prices since 
government tax cut in the current period would be 
financed by proportionate tax increases in the future. 
Thus, knowing that a higher tax would be imposed on 
them in the future to enable the government to repay 
its debt, consumers would not consider themselves 
wealthier and/or increase their demand to the extent 
that it would lead to inflation (Anoruo 2003). But in the 
absence of the RE, the increased wealth would lead to 
higher demand for goods and services and inflation 
(Tekin‐Koru and Özmen 2003). 

Earlier, Sutherland (1997) presented a model to 
explain how the level of public debt influences the 
impact of fiscal policy on consumption. The author 
argued that at moderate levels of debt fiscal policy 
has an expansionary effect, as current generations of 
consumers discount future taxes because they may be 
dead when a government debt stabilization program 
would be implemented. Given this, consumers will 
increase their demand, leading to inflation. However, 
at higher levels of debt current consumers know that 
there is a high probability that they would be alive 
when the fiscal stabilization programme comes into 
force. Therefore, deficits may have a dampening im-
pact on consumers’ demand and inflation.

It has also been suggested that in countries where 
the central bank is not independent, the government 
can easily influence monetary policy and compel the 
central bank to keep interest rates low so that the cost 
of borrowing and financing government’s deficits will 
be less. This can result in inflation (Rother 2004). But 
in countries where the central bank is to some extent 
independent and freely pursues the objective of low 
and stable inflation, it is uncommon to see govern-
ment running deficits to the level that it will ask the 
apex bank to print more money to enable it to finance 
its deficits (Sill 2005). In this case, deficits may not 
result in inflation. Even if a deficit is not monetized, 
it may still have an inflationary impact via reduced 
national savings, higher interest rates, lower private 
investment and declining output growth (Abu and 
Karim 2012). Also, many developing economies do 
not have a vibrant and well-developed capital market 
where government can raise funds through the issu-
ance of debt instruments such as bonds and treasury 
bills. This gives government the leverage to always fall 
back and/or direct the central bank to create credit to 
enable it finance its deficits (Shahin 1992), with its at-
tendant effects on prices. From the issues highlighted 

above, there appears to be controversy surrounding 
the exact relationship (and its direction) between defi-
cits and inflation.

The role of fiscal policy on inflation has gained 
prominence in developing countries because they 
are perceived to be less efficient in tax collection, po-
litically unstable and unable to access adequate exter-
nal borrowing (Alesina and Drazen 1991; Cukierman, 
Edwards, and Tabellini 1992). These factors tend to re-
duce the relative cost of seigniorage, and they have in-
creased their dependence on inflation tax (Jalil, Tariq, 
and Bibi 2014). Moreover, Jacobs, Schoeman, and Van 
Heerden (2002) contended that expansion in gov-
ernment deficits to a considerable extent is to blame 
for large debt, high inflation, inadequate investment 
and poor economic growth in developing countries. 
However, researchers have yet to give adequate atten-
tion to the issue of persistent and growing deficits in 
developing countries (Anoruo 2003).

A cursory look at available information (Figure 1) 
indicates that the group of countries considered in 
this study recorded deficits between 1999 and 2011, 
except in 2006 and 2008, when they had a surplus. In 
addition, the region’s inflation rate remained relatively 
high, peaking at 139% in 2007. Furthermore, the pat-
tern of movement of deficits and inflation is not very 
clear, as they moved in the same direction in some 
years and opposite in others. For instance, while the 
average overall deficits (as a percentage of GDP) de-
clined from 5.4% in 1999 to 3.6% in 2000, the average 
inflation rate jumped from 17.2% to 24.0% during the 
same period. However, with a further increase in aver-
age overall deficits to 3.9%, the average inflation rate 
dropped to 10.6% in 2002. Although the average over-
all deficits declined to 0.7% in 2005, the average infla-
tion rate increased to 10.7%. Interestingly, the overall 
surplus (as a percentage of GDP) in 2006 (3.6%) and 
2008 (0.8%) coincided with high rates of inflation, av-
erage overall deficits increased gradually from 1.6% in 
2009 to 3.3% in 2010 and 3.8% in 2011, and the aver-
age inflation rate declined from 8.9% in 2009 to 6.0% 
in 2010, before climbing to 7.6% in 2011.

Given the unclear pattern in movement of defi-
cits and inflation, it is possible that the relationship 
between them is non-linear. Furthermore, since the 
average inflation rate is higher in low-income African 
countries relative to their middle-income counter-
parts (as we shall see later in the descriptive statis-
tics in the discussion section) the effect of deficits 
on inflation may vary across different income groups 
(with different inflation levels). It has been suggested 
that the deficits-inflation association may vary across 
countries with different levels of inflation (Catao and 
Terrones 2005). 
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The question that arises from our discussion is 
whether the deficits-inflation relationship is non-line-
ar in African countries, and if the effect of deficits on 
inflation varies across different income groups (with 
varying inflation rates). Thus, the main objective of 
this study is to examine whether the relationship be-
tween deficits and inflation is non-linear, including in-
vestigating if the effect of deficits on inflation varies 
across different income groups in Africa. 

The present study is relevant because Asiedu 
(2006) suggested that studies focusing on Africa are 
important due to the general belief that the Africa is 
structurally different from other regions of the world, 
that the lessons from East Asia or Latin America are 
not applicable to the region because their situations 
are fundamentally different, and that Africa’s leaders 
can learn from one another. Moreover, empirical stud-
ies that pay attention to Africa’s performance will have 
greater acceptability among the continent’s policy-
makers (Asiedu 2006). Following the introduction, the 
second section reviews the relevant literature on defi-
cits and inflation, while the third section contains a 
description of the study’s methods and data analysis. 
Section four includes the study’s results and their dis-
cussion, while the fifth section provides recommenda-
tions and conclusions.

REVIEW OF RELEVANT LITERATURE

Many studies have been conducted to examine the 
relationship between deficits and inflation, both in 
developing and developed countries. Whereas some 
studies discovered that rising fiscal deficits lead to 
higher inflation in developing and high-inflation 
countries, others found an insignificant impact from 
deficits on inflation in advanced and low-inflation 
economies. For instance, Jalil, Tariq, and Bibi (2014) 
tested the FTPL for Pakistan from 1972 to 2012, us-
ing the autoregressive distributed lag (ARDL) model. 
The empirical evidence illustrates that deficits have a 
positive impact on inflation. Other variables that have 
a positive effect on inflation include interest rates, 
government sector borrowing and private borrowing. 
Habibullah, Cheah, and Baharom (2011) employed 
the granger causality test within the error correction 
framework to examine the long-run relationship be-
tween deficits and inflation in 13 Asian countries. The 
authors confirmed the existence of a long-run rela-
tionship between the variables, and concluded that 
deficits contribute to inflation in developing countries 
in Asia. Lin and Chu (2013) employed a dynamic panel 
quantile regression model under an ARDL specifica-
tion to examine the deficit-inflation relationship in 91 
countries during the period of 1960-2006. The results 

Figure 1:  Movements in inflation rate and budget deficits in selected African countries

Source: Authors computation base on data obtained from the African Development Bank statistics pocket-
book (various issues).
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demonstrate that fiscal deficit has a strong effect on 
inflation in high-inflation episodes, but the effect of 
deficits on inflation is weak in low-inflation episodes. 
Similarly, Catao and Terrones (2005) used dynamic 
panel techniques to examine both the short-run and 
long-run effects of fiscal deficits on inflation in 107 
countries from 1960 to 2001. The empirical evidence 
indicates the existence of a strong and positive rela-
tionship between deficits and inflation in high-infla-
tion and developing countries. 

In addition, Edwards and Tabellini (1991) reported 
that deficits do have a positive effect on inflation for 
a sample of developing countries. Moreover, Fischer, 
Sahay, and Vegh (2002) found a strong relationship 
between deficits and high inflation for some coun-
tries in the sample of 133 countries they considered 
in their study. Sahan and Bektasoglu (2010) stud-
ied the relationship between deficits and inflation in 
Turkey and 16 European Union countries using coin-
tegration tests by Pedroni (1995, 1999) and Larsson, 
Lyhagen and Löthgren (2001). The results indicate 
that the existence of a long-run association between 
deficits and inflation in certain EU countries including 
the Czech Republic, Hungary, Slovakia, Sweden and 
Turkey. Metin (1998) analyzed the empirical relation-
ship between inflation and budget deficits in Turkey 
within a multivariate cointegration framework. The 
results demonstrate that budget deficits had an in-
flationary impact on the Turkish economy. Tan (2006) 
investigated the short-run and long-run relationship 
between deficits, inflation and economic growth in 
Malaysia from 1966 to 2003. The author’s findings in-
dicate that deficits had a short-run inflationary effect 
on the economy because they were being monetized. 
Solomon and de Wet (2004) employed cointegration 
analysis to examine the relationship between budget 
deficits and inflation in Tanzania over the period 1967-
2001. The authors confirmed a causal relationship run-
ning from budget deficits to inflation due to moneti-
zation of the deficits. 

On the other hand, some studies have established 
that deficits do not have inflationary effect in devel-
oped and low-inflation economies. Marco and Butters 
(2010) illustrated that large deficits neither coincided 
with high inflation nor preceded inflation in Finland, 
Japan, and Sweden, and attributed it to the inde-
pendence/autonomy enjoyed by central banks in the 
countries. Sahan and Bektasoglu (2010) also found 
the absence of any relationship between deficits and 
inflation in EU countries including Austria, Belgium, 
Denmark, France, Germany, Italy, the Netherlands, 
Norway, Spain and the U.K. Similarly, Catao and 
Terrones (2005) failed to establish a significant rela-
tionship between deficits and inflation in low-inflation 

advanced economies. Fischer, Sahay, and Vegh (2002) 
suggested that there is no clear association be-
tween deficits and inflation in low-inflation countries. 
Perkarski (2008) concluded that worsening public fi-
nance or rising deficits may not account for the rising 
inflation in high-inflation economies. King and Plosser 
(1985) studied the relationships among fiscal deficits, 
money growth and inflation in the United States and 
12 other countries. The authors asserted that deficits 
do not lead to money growth and inflation. 

De Han and Zelhorst (1990) used nonparametric 
correlation measures to study the relationship be-
tween seigniorage and government deficits in 17 de-
veloping countries that were further categorized into 
low-inflation and high-inflation groups. The authors 
discovered a weak association between seignior-
age and government deficits, but the relationship is 
stronger during high-inflation episodes. Karras (1994) 
examined the effects of budget deficits (along with 
money growth, investment and real output growth) 
on inflation in a sample of 32 countries. He conclud-
ed that deficits do not lead to high inflation because 
they are not monetized. Other studies have confirmed 
a strong link between deficits and inflation in econo-
mies where the securities or capital market is less 
developed (see Cottarelli, Griffiths, and Moghadam 
1988). 

Despite the numerous studies on the deficits-in-
flation relationship, little has been done to examine 
if the relationship is non-linear particularly in the de-
veloping region of Africa. Given that the movement 
in deficits and inflation is not clear (as we pointed out 
in the introduction) it is possible that the relationship 
between them is non-linear, and any estimated rela-
tionship between them may vary. This study extends 
the literature by examining whether the deficits-infla-
tion relationship is non-linear in African countries. 

METHOD AND DATA ANALYSIS

This study employs a panel dataset to investigate the 
relationship between fiscal deficits and inflation in 51 
African countries from 1999 to 2011. In deriving the 
inflation model, we employed the ideas of the FTPL 
which postulates that deficits leads to inflation and 
the monetarists’ assertion that it is the growth in the 
money supply that results in inflation. For instance, 
the FTPL argues that if a government persistently runs 
deficits, it has to finance it through credit creation 
(Catao and Terrones 2005). The accompanying credit 
expansion raises aggregate demand. Given that sup-
ply often lag behind demand, this will results in higher 
prices. 
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In addition, poor fiscal policy makes it easy for 
governments to shorten the maturity structure of 
their debt including rolling over the debt frequently 
(Amato and Gerlach 2002). This increases the risk of an 
impending confidence crisis that would requires the 
central bank to step in to monetize a portion of or the 
total debt, leading to higher inflation. Similarly, defi-
cits raises inflation rate via a crowd-out effect (Fischer 
1993). Rising deficits leads to declining aggregate sav-
ings, putting upward pressure on rates of interest and 
lowering private investment and production. The low 
level of output results in a scarcity of goods and ser-
vices and higher inflation.

The Quantity Theory of Money, on the other hand, 
argues that growth in money stock leads to high in-
flation. This notion is based on the money neutrality 
assumption that money does not have a significant 
effect on real variables such as output. Therefore, any 
growth in monetary aggregates will only raise de-
mand relative to supply, leading to higher prices. Even 
though the classical school argues that monetary 
growth is the major cause of inflation, they submit 
that deficits can lead to inflation if deficits are mone-
tized (Hamburger and Zwick 1981). The foregoing dis-
cussion suggests that inflation is the outcome of both 
monetary and fiscal policies. 

Thus, we specify a model in which inflation (INF) 
is dependent on deficits (DEF) and money supply 
growth (MOS) as follows. 

(1)

Furthermore, since deficit financing is often more 
than not intended to enhance a country’s productive 
capacity via investment in socio-economic infrastruc-
tures, among other things, output growth is therefore 
expected to accompany fiscal expansion. The growth 
in output in turn may have some impact on the level 
of inflation. For instance, as an economy experiences 
output expansion, the demand for factor inputs will 
increase. Consequently, this leads to the exhaustion 
and scarcity of inputs and as a result increases in their 
prices. On the other hand, sustained output growth 
will result in supply matching the demand, which 
might have arisen from the increased deficits, thus 
putting inflation under control. Based on these argu-
ments, we include economic growth (RGDP) as a po-
tential determinant of inflation in our model. The new 
inflation model is:

    

(2)

As we stated in the introductory section, the move-
ment in deficits and inflation suggests that their re-
lationship may be non-linear and vary over time. 
Therefore, an attempt would be made to ascertain 
whether non-linearity holds for the variables. In fact, 
Catao and Terrones (2005) argued that there is need 
for an econometric model that captures the non-lin-
earity between deficits and inflation. To this end, we 
introduce a deficits-square variable or quadratic term 
(DEF*DEF) in the model to capture the non-linearity 
between deficits and inflation. Thus, we have a model 
of the following form:

(3)

Where it refers to time period t in country i. The 
variables are measured or defined as follows. RGDP 
is the growth rate of real gross domestic product and 
MOS is broad money supply (M2) growth. INF is infla-
tion rate, while DEF is budget deficits as a percent-
age of GDP. The data were collected from the African 
Development Bank statistics pocketbook (various is-
sues), and cover the 1999-2011 period for 51 African 
countries (excluding Liberia, Somalia and South Sudan 
which were left out due to the unavailability of data).

In order to estimate the deficits-inflation relation-
ship, we employed a fixed-effects estimator that 
allows for unobserved time-invariant variation in 
country specific characteristics, with robust standard 
errors. In addition, since our panel of countries has 
data for a short time span (that is, a short time series 
and relatively large cross section), we also employed 
the Generalized Method of Moments (GMM) estimator 
(Arellano and Bond 1991). The GMM (dynamic) model 
allows us to take into consideration the fact that infla-
tion rate, fiscal deficits and other regressors are corre-
lated with time-invariant country specific character-
istics. Moreover, the introduction of an inflation rate 
variable lagged by one period allows for the persis-
tence of inflation rate. 

The GMM estimator uses the first differences of 
both dependent and explanatory variables. Despite its 
advantages over the fixed-effects estimator, the GMM 
estimator has some shortcomings. Even though the 
first differencing eliminates country specific effects, 
the lagged dependent variable is correlated with the 
disturbance term so that further lags of the depend-
ent variable including the first differences of the in-
dependent variables are employed as instruments. In 
this case, using the one-step GMM estimator with ro-
bust standard error will result in inefficient estimates 
(that is, large standard errors). This necessitates the 
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employment of the two-step GMM estimator which 
is more efficient compared with the one-step GMM 
estimator. 

In order to check for the robustness of the GMM es-
timator, we perform two main tests. The first test is the 
Hansen test of over-identification. This tests the valid-
ity of the instruments employed, including validating 
the results. The second test tests the presence of serial 
correlation. The autoregressive tests give useful infor-
mation on whether the disturbance terms in the first 
difference regression display serial correlation. While 
we expect the disturbance term in first difference to 
have first-order serial correlation, the existence of 
second-order serial correlation renders the GMM esti-
mates inconsistent. In essence, the absence of second-
order serial correlation validates the model.     

RESULTS AND DISCUSSION

Prior to estimating the inflation model, we computed 
the descriptive statistics for the variables employed in 
this study. Recall that the objective of this study is to 
examine whether the relationship between deficits 
and inflation is non-linear, in addition to investigating 
if the effect of deficits on inflation varies across dif-
ferent income groups (with varying inflation levels). 
Therefore, we grouped the 51 countries in our sample 
according to their level of income. Based on the World 

Bank grouping, our sample is divided into low-income 
countries and middle-income countries. The low in-
come countries sub-group comprises of 24 countries, 
while the middle income countries sub-group con-
sists of 27 countries. The descriptive statistics in Table 
1 indicates that the mean (average) inflation rate for 
the whole sample is 23.59%. Interestingly, the aver-
age inflation rate for the middle-income countries 
sub-group is 9.11% compared to 39.84% for the low-
income countries sub-group.

These suggest that low-income African countries 
are also high-inflation countries, and middle-income 
countries are moderate-inflation countries. Thus, one 
may expect the deficits-inflation relationship to vary 
overtime across different income groups with differ-
ent inflation levels.  

Next, we proceed with our analysis by estimating 
the inflation model using a fixed-effects estimator. 
The results in Table 2 demonstrate that money supply 
growth has a positive and significant effect on inflation 
(ρ-value=0.0000), but economic growth has a signifi-
cant and negative effect on inflation (ρ-value=0.0004). 
However, deficits and deficits-square do not have any 
significant effect on inflation. This may be due to the 
fact that the fixed-effects estimator fails to take into 
account the dynamics of inflation behavior.

The results of GMM estimation for the model that 
exclude deficits-square are reported in Table 3. In in-
terpreting the GMM estimates, we focus on models 

Table 1:  Descriptive statistics  

Whole sample 
 Mean   Max  Min  Std. Dev.  Obs.

INF  23.59  6723.70 -8.70  267.66  656
DEF -2.33  51.40 -124.90  10.18  663
RGDP  4.54  48.10 -41.80  5.95  661
MOS  32.53  6194.40 -77.50  260.68  606
Middle-income countries

 Mean Max Min  Std. Dev. Obs.
INF 9.11 325.00 -8.50 24.63 347
DEF -0.71 51.40 -124.9 11.66 351
RGDP 4.42 48.10 -41.80 5.63 349
MOS 18.77 530.9 -26.30 37.52 327
Low-income countries 

 Mean Max Min  Std. Dev. Obs.
INF 39.84 6723.70 -8.70 388.80 309
DEF -4.15 41.60 -54.50 7.83 312
RGDP 4.67 43.40 -14.10 6.28 312
MOS 48.66 6194.40 -77.50 381.77 279

Source: Authors computations based on data collected from the African Development Bank Statistics Pocketbook   (various 
issues). +/- DEF implies budget surplus/budget deficits.



that are valid and have consistent estimates (using 
the autoregressive test for the presence of second-
order serial correlation and the J-statistic test for the 
validity of instruments). The results illustrate that 
there is an absence of second-order serial correla-
tion (ρ-value=0.1780), while the J-statistic indicates 
that the instruments are valid (ρ-value=0.4733) in the 
two-step GMM estimates. The results also reveal that 
money supply growth has a significant and positive 
effect on inflation (ρ-value=0.0000), while economic 
growth has a significant and negative effect on infla-
tion (ρ-value=0.0000).

We continued our analysis by including the def-
icits-square in the model. The results reported in 
Table 4 demonstrate that the two-step GMM estima-
tor is more efficient because the autoregressive test 
reveals that there is an absence of second-order se-
rial correlation in the estimates (ρ-value=0.2110), and 
the J-statistic shows that the instruments are valid 
(ρ-value=0.5168). In addition, the results indicate that 
the deficits-inflation relationship is non-linear, and 

that the non-linear term is statistically significant 
(ρ-value=0.0000). 

It must be pointed out that it is difficult to interpret 
the coefficient of squared independent variables as in 
the case of DEF*DEF. However, one can calculate the 
breaking point by differentiating the estimates with 
respect to DEF. This helps us to get an idea of the defi-
cits value where the relationship changes (this is the 
turning or breaking point of the curve). For instance, 
taking the derivative of the estimates in Table 4 with 
respect to DEF yield 0.2404+0.0052*(2)=0.25. Next, we 
take the ratio of the coefficient of the linear term (DEF) 
to twice the coefficient of the non-linear or quadratic 
term (DEF*DEF) to enable us interpret the relation-
ship correctly. Thus, 23.12 [or 0.2404/2(0.0052)] is the 
threshold or value of deficits share in GDP at which 
the relationship changes or reverses. 

Overall, the relationship is positive as a percent-
age point increase in DEF (% of GDP), ceteris paribus 
and on average, results in a 0.25 percentage points 
rise in the rate of inflation in African countries over the 

Table 2:  Fixed effects estimates for whole sample (Dependent variable: INF)

Regressor 2(a) 2(b)

Constant -8.5069(2.5231)[0.0008] -8.4896(2.5189)[0.0008]

DEF 0.0529(0.1692)[0.7544] 0.0785(0.1897)[0.6792]

DEF*DEF 0.0007(0.0016)[0.6871]

RGDP -0.7010(0.1952)[0.0004] -0.7077(0.1967)[0.0004]

MOS 1.0635(0.0334)[0.0000] 1.0635(0.0334)[0.0000]

R2 0.9835 0.9835

No of Obs. 599

No of Countries 51

Robust standard errors generated using the panel corrected standard error (PCSE) method are in brackets. Probability values 
are in square brackets.

Table 3:  GMM estimates for whole sample without deficits-square (Dependent variable: INF)

Regressor One-step Two-step

INF(-1) 0.9048(0.4113)[0.0283] 0.9052(0.0008)[0.0000]

DEF 0.0182(0.3767)[0.9614] 0.0069(0.0098)[0.4793]

RGDP -1.1982(0.7283)[0.1006] -1.1922(0.0079)[0.0000]

MOS 0.9778(0.0538)[0.0000] 0.9777(0.0001)[0.0000]

No of obs.

No of Countries 491

Diagnostics: 51

J-statistic 223.45[0.0000] 46.98[0.4733]

AR(2) 2.30[0.0212] 1.32[0.1780]             

Heteroskedasticity-robust standard errors are in brackets. Probability values are in square brackets. AR(2) is a test of second-
order serial correlation. J-test is the Hansen over-identification test.
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observed period. A positive coefficient on DEF*DEF 
indicates a concave upward relationship (more spe-
cifically, a right-side-up parabola). In other words, the 
relationship between fiscal deficits and inflation is 
positive and becomes quantitatively larger once fiscal 
deficits reach 23.12% of GDP (i.e., excessive govern-
ment spending fuels inflation). Furthermore, the re-
sults indicate that money supply growth has a positive 
and significant effect on inflation (ρ-value=0.0000), 
but economic growth has a negative and significant 
effect on inflation (ρ-value=0.0000). 

Moreover, we examined whether the deficits-
inflation relationship varies across different income 
groups (with varying inflation levels). We wish to 
state that (henceforth) only results of estimations for 
models consisting of deficits-square are reported be-
cause it is in these models we found deficits and/or 
deficits-square to be significant. Furthermore, since 
deficits and/or deficits-square are insignificant in the 

fixed-effects estimations, only the results of the GMM 
estimation are reported. 

The results of the GMM estimation for high-infla-
tion/low-income countries presented in Table 5 illus-
trate that the two-step GMM estimator is more effi-
cient, as an autoregressive test indicates the absence 
of second-order serial correlation in the estimates 
(ρ-value=0.3228), while the J-statistic reveals that the 
instruments used are valid (ρ-value=0.6231). The re-
sults of the two-step GMM estimation demonstrate 
that the deficits-inflation relationship is non-linear for 
high-inflation/low-income countries, and the quad-
ratic term is significant (ρ-value=0.0000). Taking the 
first derivative of the estimates with respect to DEF 
yields -1.2597+0.0269*(2)=-1.21. The ratio of the co-
efficient of the linear term (DEF) to twice the coef-
ficient of the quadratic term (DEF*DEF) is -23.41[or 
-1.2597/2(0.0269)]. 

Overall, the relationship is negative as a percentage 

Table 4:  GMM estimates for whole sample with deficits-square (Dependent variable: INF)

Regressor One-step Two-step

INF(-1) 0.9090(0.0006)[0.0263] 0.9096(0.0006)[0.0000]

DEF 0.2509(0.0119)[0.7287] 0.2404(0.0119)[0.0000]

DEF*DEF 0.0057(0.0005)[0.0000] 0.0052(0.0005)[0.0000]

RGDP -1.2824(0.0102)[0.0800] -1.2795(0.0102)[0.0000]

MOS 0.9773(0.0001)[0.0000] 0.9773(0.0001)[0.0000]

No of obs. 491

No of Countries 51

Diagnostics:

J-statistic 214.65[0.0000] 44.93[0.5168]

AR(2) 2.18[0.0290] 1.25[0.2110]

Heteroskedasticity-robust standard errors are in brackets. Probability values are in square brackets. AR(2) is a test of second-
order serial correlation. J-test is the Hansen over-identification test.

Table 5:  GMM estimates for low income countries (Dependent variable: INF)

Regressor One-step Two-step

INF(-1) 0.9800(0.0812)[0.0000] 0.9814(0.0022)[0.0000]

DEF -1.2199(0.8535)[0.1543] -1.2597(0.0465)[0.0000]

DEF*DEF 0.0264(0.0381)[0.4896] 0.0269(0.0032)[0.0000]

RGDP -0.7544(0.4891)[0.1244] -0.9468(0.1559)[0.0000]

MOS 0.9516(0.0136)[0.0000] 0.9517(0.0002)[0.0000]

No of obs. 226

No of Countries 24

Diagnostics:

J-statistic 110.69[0.0000] 16.50[0.6231]

AR(2) 1.19[0.2338] 0.98[0.3228]

Heteroskedasticity-robust standard errors are in brackets. Probability values are in square brackets. AR(2) is a test of second-
order serial correlation. J-test is the Hansen over-identification test.
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point increase in DEF (% of GDP), ceteris paribus and 
on average, results in a 1.21 percentage points fall in 
the rate of inflation. A positive coefficient on DEF*DEF 
indicates a concave upward relationship. In other 
words, the relationship between fiscal deficits and 
inflation in low-income and high-inflation African 
countries is negative overall, but less so once the fis-
cal deficits reach 23.41% of GDP.  Also, the results il-
lustrate that money supply growth has a positive and 
significant effect on inflation (ρ-value=0.0000), but 
economic growth has a significant and negative effect 
on inflation (ρ-value=0.0000).

In addition, the results of the GMM estimation for 
moderate-inflation/middle-income countries report-
ed in Table 6 reveal that the two-step GMM estimator 
is more efficient, because the autoregressive test il-
lustrates that there is an absence of second-order se-
rial correlation in the estimates (at a ρ-value=0.8080), 
while the J-statistic indicates that the instruments are 
valid (ρ-value=0.3451). The results also reveal that the 
deficits-inflation relationship is non-linear, and the co-
efficient of the non-linear term is statistically signifi-
cant (ρ-value=0.0000). The first derivative of the esti-
mates with respect to DEF is -0.1855-0.0017*(2)=-0.19. 
The ratio of the coefficient of the linear term (DEF) to 
twice the coefficient of the non-linear term (DEF*DEF) 
is 54.56 [or -0.1855/2(-0.0017)]. Overall, the relation-
ship is negative, as a percentage point increase in DEF 
(% of GDP), ceteris paribus and on average, results in 
a 0.19 percentage points fall in the rate of inflation. A 
negative coefficient on DEF*DEF indicates a concave 
downward relationship. In other words, the relation-
ship between fiscal deficits and inflation is negative 
overall, but more so for fiscal deficits below 54.56% of 
GDP. Also, the results demonstrate that money supply 
growth has a positive and significant effect on inflation 

(ρ-value=0.0000), and economic growth has a signifi-
cant and negative effect on inflation (ρ-value=0.0000).

The results reported above are indeed revealing. 
The fixed-effects estimates show that deficits and def-
icits-square do not have any significant effect on infla-
tion. This may be due to the fact that the fixed-effects 
model does not take into account the dynamics of in-
flation behavior. In addition, the diagnostic tests dem-
onstrate that the two-step GMM estimator is more ef-
ficient because the autoregressive tests indicate that 
there is no presence of second-order serial correlation 
in the estimates. Moreover, the J-statistic validates the 
model, as it suggests that the instruments employed 
are valid. 

The results also illustrate that the deficits-inflation 
relationship is non-linear for the whole sample, in-
cluding moderate-inflation/middle-income countries 
and high-inflation/low-income countries. For the 
whole sample, a percentage point increase in deficits 
results in 0.25 percentage points increase in inflation 
rate. The relationship becomes quantitatively greater 
once fiscal deficits reach 23.12% of GDP. In the case 
of high-inflation/low-income countries, a percentage 
point increase in fiscal deficits leads to a 1.21 percent-
age points fall in inflation rate. The relationship gets 
quantitatively lesser once fiscal deficits reach 23.41% 
of GDP. In moderate-inflation/middle-income coun-
tries, a percentage point increase in fiscal deficits re-
sults in a 0.19 percentage points fall in inflation rate. 
The relationship becomes quantitatively greater for 
fiscal deficits below 54.56% of GDP. 

These findings are not surprising, as it was pointed 
out earlier that the movement in deficits and infla-
tion is not very clear, and suggested that the relation-
ship between them may be non-linear. Moreover, the 
results reveal that the effect of deficits on inflation is 

Table 6:  GMM estimates for middle income countries (Dependent variable: INF)

Regressor One-step Two-step

INF(-1) 0.2294(0.1136)[0.0445] 0.2282(0.0015)[0.0000]

DEF -0.1832(0.1997)[0.3597] -0.1855(0.0053)[0.0000]

DEF*DEF -0.0016(0.0018)[0.3666] -0.0017(0.0001)[0.0000]

RGDP -0.7944(0.4012)[0.0488] -0.8022(0.0120)[0.0000]

MOS 0.7079(0.1603)[0.0000] 0.7072(0.0013)[0.0000]

No of obs. 265

No of Countries 27

Diagnostics:

J-statistic 106.10[0.0003] 24.04[0.3451]

AR(2) -0.20[0.8343] 0.24[0.8080]

Heteroskedasticity-robust standard errors are in brackets. Probability values are in square brackets. AR(2) is a test of second-
order serial correlation. J-test is the Hansen over-identification test.
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different for countries at different level of income and 
varying inflation levels. Catao and Terrones (2005) had 
earlier reported different effects from deficits on infla-
tion for countries with varying levels of inflation.

In addition, the results reveal that money supply 
growth has a positive and significant effect on infla-
tion. This finding lends support to the claim that 
growth in monetary aggregates leads to inflation. The 
finding is also consistent with that reported by Paun 
and Topan (2013) for Romania. The positive sign of the 
money supply growth coefficient suggests that in a 
high-inflationary environment no one wants to hold 
cash, which makes the prices of goods rise. The results 
also illustrate that economic growth has a negative 
and significant effect on inflation.  The negative im-
pact of economic growth suggests that the expansion 
of goods and services will match aggregate demand 
over time, leading to lower inflation. 

CONCLUSION AND RECOMMENDATIONS

This paper investigates whether the deficits-infla-
tion relationship is non-linear from 1999 to 2011 in 
51 African economies, which are further grouped as 
high-inflation/low-income countries and moderate-
inflation/middle-income, using fixed-effects and 
GMM estimators. The results indicate that the deficits-
inflation relationship is non-linear, and that the effect 
of deficits on inflation varies across different income 
groups with disparate levels of inflation. 

Although the results of this research cannot be 
used as the basis for generalization, the findings of 
this study highlight the importance of grouping coun-
tries according to their levels of inflation and/or in-
come, rather than treating them as a homogeneous 
entity when examining the deficits-inflation nexus, 
particularly for the African continent. Although differ-
ent effects from fiscal deficits have been established 
across different groups of countries, reducing deficits 
can check excessive increases in inflation in Africa over 
time.
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