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ON-LINE APPENDIX

Appendix 1

Model specification — importance of initial conditons

a)

b)

d)

The economic theory of conditional convergencesses the importance of controlling
initial conditions in such economic models.

Per capita GDP on the eve of transition may be ggresmative indicator of relative
capability for transformation and performance dgritmansition (in which case, we
anticipate a positive sign).

Specification with initial per capita income is tBelution to a potential inconsistency
between our dependent variable and our independeanable of interest: whereas
specifying economic performance in terms of lewsdlper capita GDP captures the result
of the entire history of time varying growth perfaance, our institutional variable of
interest by definition measures changes confingtiédransition period. However, initial
(1989) per capita income controls for the influerafethe entire process governing
economic performance up to shortly before our sanpariod. Hence, effects of other
independent variables are estimated net of presitran influences. This ensures that our
dependent variable is subject firther influencespredominantly in the period during
which our independent variable of interest is dablexert influence.

Specification with initial per capita income helps address potential endogeneity
associated with omitted variables. Institutionalalgy may be correlated with time
invariant unobservable influences on economic perémce captured by the country-
specific error termsv(). Consequently, specifying our model with inifer capita income
is to displace an important but otherwise unobgkmuae invariant influence from the
error term (thev)) into the observed systematic part of the modealofftnan 2009a).

Hence, there is less likely to be correlation betweur independent variable of interest

1|Page



and unobserved time invariant influences on oueddpnt variable. Conversely, omitting
initial conditions may introduce unmodelled pesmte into our modelf not included in
the observable part of the model, the influencenitial conditions will be displaced into
the group-specific error term where it may be arsawf both autocorrelation and
endogeneity, either of which might invalidate estiion of a dynamic model by the
General Method of Moments (Bond 2002; Roodman 20P0a9b)"*

! Evidence for the former was found when excluding proxy for initial conditions from the model reped in
Table 1; namely, then2 test yielded a rejection of the null of no secamder serial correlation in the
differenced residuals. In contrast, th@test reported in Table 1 supports non-rejectiothefnull.
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Appendix 2

VARIABLES

DEFINITIONS AND SOURCES

gdppc

(Ingdppc)

The level of GDPper capitain US Dollars. Source: EBRD, 2008; official webgpa
www.ebrd.comNote,Ingdppcis a logarithmic transformation gfippcvariable.

Inst

(inst5)

The EBRD index of structural and institutional mefis, published annually, includes the
following areas: Governance and enterprise restrung}; Price liberalization; Trade and
foreign exchange system; Competition policy; Bagkineform and interest rate
liberalization; Securities markets and nonbank rfgial institutions; Large-scale
privatization; Small-scale privatization. Since tB8RD indices range from 1 to 4 |+
(where 4 + is approximation of an advanced markeinemy) we have linearized the
scores, assigning the value of 0.33 to a ‘+' intticgfollowing Eicher and Schreiber
2010). Hence, all indices are divided by 4.33 ideorto get the rank from O to 1, where 1
is the maximum value of the index. Source: EBRD)&0Note,inst5 denotes five years
difference ofinst variable.

Cpi

Consumer price index, annual change in percent&ms.ce: EBRD, 2008, official wep
page;www.ebrd.com

budget

General government budget balance in percentagé®®f Source: EBRD, 2008, official
web pagewww.ebrd.com

fdiper

Foreign direct investment, net inflow as percentafi&sDP recorded in the balance |of
payment. Source: WB (2008) for data 1992-2006;2f007, data are taken from EBRD,
2008; and for Montenegro, missing data for 2008l$e taken from EBRD, 2008. In 1992
Armenia recorded FDI inflow as 348.19% of GDP. 8itlais year was an obvious outlier
in the transition sample, this observation is reatbv

invest

Gross capital formation as apercentage of GDP.cgolWwB, 2008a.

initial (Ininitial)

Purchasing Power Parity Income per Capita in USdp®lin 1989. Source: IMF (2000).
Missing data for Bosnia and Herzegovina, Serbid, Montenegro were calculated by the
authors from Savezni zavod za statistiku (1991).teNdninitial is a logarithmic
transformation ofitial variable.

Eu

Dummy variable that takes a value of one if a coujatined the European Union over the
period 1992-2007, 0 otherwise. Source: Author@alions.

Dummy variable that takes a value of one if a coubelongs to South East Europe| 0
otherwise. Source: Authors’calculations.

Cis

Dummy variable that takes a value of one if a coubelongs to the Commonwealth apd
Independent Stages group of countries, 0 othenBigatce: Authors' calculations.

commun

Number of years in which a particular transitionusty was under the communisi.
Source: IMF (2000). Authors’ estimate for Bosnial &terzegovina, which was missing |in
the sample.

war

Continuous variable that measures the number aofsyisawhich a particular transition
country was involved in any kind of military corfli The months are also calculated| as
part of year. Source: authors' calculations based data obtained from
www.en.wikipedia.orgn January 2008.

distance

Distance in thousands of kilometres between capmitigd of a transition country ang
Brussels. ‘Distance calculations are based on ti&S®4 ellipsoid usingieod (a part of
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the PROJ.4 Cartographic Projections library oritjynaritten by Gerald Evenden then of
the USGS). The computation is for tgeeat circledistance between points, and do not
account for differences in elevation.” Sour¢etp://www.infoplease.com/atlas/calculate-
distance.htmlvisited in January 2008.

[0}

chrprob The variable that measures the probability thatadom chosen citizen is a Roman
Catholic or Orthodox Christian. Authors’ calculat®o using data obtained from
www.en.wikipedia.orgn January 2008

civil The ratings of the Freedom House based on a stdlet@ 7, with 1 representing th
highest level of progress and 7 the lowest. It:sésses the growth of nongovernmental
organizations (NGOSs), their organizational capaeityl financial sustainability, and the
legal and political environment in which they fupct the development of free trade
unions; and interest group participation in theigyplprocess.” Source: The Freedam
House, 2008.

industry Share of industry in GDP, in percentages. Sourds; ¥008.

trade Total trade as percentage of GDP. Source: WB, 2008.

popgr Population growth in percentages. Source: WB, 2008.

current The ratio of current account balance over GDP negrages. Source: EBRD, 2008.

Source: Authors
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Appendix 3
Choice of dynamic panel model
Our preference for a dynamic panel model is basetth® following arguments:

a) Static panel estimates omit dynamics causing dyngmanel bias (Baum 2006; Bond
2002; Greene 2008) and do not allow us to studydiyreamics of adjustment (Baltagi
2008).

b) In our panel dataset there are 29 countries (N)ateanalyzed over a period of 16 years
(T). The dynamic panel model is designed for aasitun where ‘T’ is smaller than ‘N’ in

order to control for dynamic panel bias (Baltagd2p

c) The problem of the potential endogeneity of vaeabbther than the lagged dependent
variable is also much easier to address. An adgamtéthe dynamic GMM estimation is
that all variables from the regression that arecootelated with the error term (including
lagged and differenced variables) can be potentizled as valid instruments (Greene
2008).

d) Finally, static panel estimates do not allow a s#gaanalysis of the short and long-run
effects of institutions on economic performancenéts an additional advantage of the
dynamic panel model is its ability to identify boshort-run impact and long-run

institutional effects (Baltagi 2008).

In addition, we had to decide which dynamic pampgraach to apply. Notwithstanding that
the GMM is the method of estimation of dynamic pame@dels that provides consistent
estimates (Baum 2006), one still has to decide hdreto use: difference-GMM (DGMM)
developed by Arrelano and Bond (1991); or, systeM5(SGMM) estimation established
by Arrelano and Bover (1995) and Blundell and B¢h898). Without going deeply into an
investigation of differences/similarities betweéongse two GMM approaches, we identify the
main advantages of SGMM over DGMM:

a) SGMM has an advantage with respect to variables avitatistical generating mechanism
that is a ‘random-walk’ or close to a random-wdla@m 2006).

b) Initial conditions, the level of GDP per capitali89 for each country, is a time invariant
variable and so would be differenced out if we wéseuse the DGMM approach
(Roodman 2009a). We would also lose other suchabi$ to be used later in our

sensitivity analysis.
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c) The SGMM approach generally produces more efficestimates compared to DGMM
by improving precision and reducing finite sampiesh(Baltagi 2008).

d) If one works with an unbalanced panel then it igdveo avoid DGMM estimation, which
has the weakness of magnifying gaps (Roodman 20@8a) panel is close to balance.
Moreover, in some cases, so called ‘orthogonal al®ris’ can be used to fill gaps
(Roodman 2009a). However, estimation of our modti wthogonal deviations does not
yield better model diagnostics in comparison to &M

Based on the key features of SGMM and DGMM, ourigiec is to use SGMM as the

preferred method of estimation.

Model diagnostics

Specification 1 is estimated by SGMM and impleméntey xtabond2 a user-written
programme for STATA 10 and later versions (Rood@@@9a). The estimated model is for
the period 1992-2007 and covers the set of 29 T€arding to the EBRD definition (Kosovo
and Turkey are not part of this sample). The resalé reported in Table 1, while discussion
of model diagnostics and how we address potentidbgeneity in the model is available on-

line.

The validity of the obtained results in SGMM deped the model diagnostics. Compared to
Ordinary Least Squares (OLS), SGMM does not assmarnality and it allows for
heteroskedasticity in the data. Dynamic panel nwdere known for endemic
heteroskedasticity of the data, which can be addrefBaltagi 2008). Accordingly, we report
two-step estimates that yield theoretically robrestults (Roodman 2009a). Moreover, we
apply the two-step estimator to obtain the rolfBgtgan testin other words, the (robust)
Hansen J-testwhich is not available in one-step estimation.siall panel sample may
produce ‘downward bias of the estimated asymptstendard errors’ in the two-step
procedure (Baltagi 2008, p. 154). As a remedy vp®ntecorrected results by implementing
the Windmeijer correction (Windmeijer 2005).

The SGMM approach assumes that the applied institsmea the model are exogenous.
Consequently, an important procedure in testing stag¢istical properties of this model is
testing the validity of instruments, which requitesting for the presence of first- and, in

particular, second-order autocorrelation in theoreterm. Moreover, SGMM requires ‘the
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steady state’ assumption throughout the analyzadgéRoodman 2009a), which also needs

to be investigated. The results of the relevarissizal tests and checks are available on-line.

Considering together the various diagnostic testscnecks that have been conducted, there

is sufficient evidence to satisfy the key assumpiof SGMM estimation and to conclude

that this model is an appropriate statistical getieg mechanism.

a)

b)

d)

According to Arrelano — Bond (1991), the GMM esttoraequires that there is first-order
serial correlationrfy tes) but that there is no second-order serial cotimafm, tes) in
the differenced residuals. As we see from Tablthdse tests support the validity of the

model specification.

The Hansen J-statistiests the null hypothesis of valid overidentifyirgstrictions, or in
other words, validity of instruments (Baum 2006¢.cArding to Baum (2006, p. 201), the
Hansen J- tess the most commonly used diagnostic in GMM estiomafor assessment
of the suitability of the model. lie Hansen tesbf overidentifying restrictions does not
reject the null at any conventional level of sigrahce p-value=0.885); hence, it is an
indication that the model has valid instrumentation

The Hansen J-tesivaluates the entire set of overidentfying restms/instruments. It is
also important to test the validity of subsets w$tiuments (levels, differenced, and
standard IV instruments). For this purpose, one wsa adifference-in-Sargan/Hansen
test also known as th€-test(Baum 2006). The null hypothesis of tBetestis that the
specified variables are valid instruments. As we §em Table 1, we cannot reject the
null hypothesis of the exogeneity of any GMM-instients used, or of the validity of the
standard IV instruments.

Sarafidis et al. (2009) utilize a combination o th, anddifference-in-Hansen tester
testing cross-section dependence. This approachie&a ‘whether any error cross
section dependence remains after including timendi@si in the model (p.149). The null
hypothesis of this test is that the cross sectepeddence is homogenous across pairs of
cross section units. In the reported model diagessthem, statistic is satisfactory with
respect to the null, while the difference betwees Hansen statistics for the full set of
instruments available and for each of the variasssts of instruments is not sufficiently
large to reject the null of homogenous cross-seatiependence (De Hoyos — Sarafidis
2006, p. 484). Conversely, if we run the same i=go@ without time dummies the model
diagnostics are much worse (particularly notewolithyhe deterioration of they, test),
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f)

9)

h)

suggesting the presence of unmodelled cross-sedépandence (Sarafidis et al. 2009).
Hence, inclusion of time-dummies in our specificatimproves the model diagnostics by

removing universal time-related shocks from thereterm.

The check for the ‘steady state’ assumption sugdelsy Roodman (2009a) can be also
used to investigate the validity of instrumentsSiBMM. This assumption requires a kind
of steady-state in the sense that deviations framg-term values are not systematically
related to the group-specific effects in the eteom /). This assumption requires that the
estimated coefficient on the lagged dependent barian the model should indicate

convergence by having a value less than (absolutéy (Roodman 2009a, p. 114),

otherwise SGMM is invalid. The estimated coeffitien the lagged dependent variable is
0.9, which is consistent with the steady-state mgsion. The second condition that

Roodman (2009a) suggests is that the convergencegs must not be correlated with the
fixed effects (thes), which has been addressed by controlling forahdonditions in the

model.

Bond (2002) suggests additional investigation efdlgnamic panel estimates’ validity by
checking whether the estimated coefficient on #dggéd dependent variable lies between
the values obtained from OLS and FE estimatorschvis confirmed in our model (the
following values are obtained: OLS=0.98 > GMM=09FE=0.60).

Roodman (2009b) strongly suggests that one shapdrt the number of instruments
used, since dynamic panel models can generatecimens number of potentially ‘weak’
instruments that can cause biased estimates. Hrer@o clear rules concerning how
many instruments is ‘too many’ (Roodman 2009b), dnrhe rules of thumb and tell-tale
signs may be used. First of all, the number ofrimsents should not exceed the number
of observations, which is the case here (41 inggnim< 325 observations). Second, a
tell-tale sign is a perfeddansen J-statistiovith the p-value=1.00. At the same time, the
p-valueshould have a higher value than the conventior®d 6r 0.10 levels; at least 0.25
is suggested by Roodman (2009b, p. 142). In ouremdte Hansen J-teseports ap-
value=0.88, which satisfies both rules. We estimatecumber of other regressions by
increasing or decreasing the number of instrumargsl)g Roodman’s (2009kpllapse
command for decreasing the number of instrumentisaby other restrictions worsen the

model diagnostics.

The F-testof joint significance reports that we may rejelee tnull hypothesis that the
estimated coefficients on the independent variadegointly equal to zero (p=0.000).
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Addressing endogeneity

As we explain above, in a dynamic panel specificagndogeneity potentially arises from
omitted and typically unobservable time-invariaatigbles captured in the country-specific
component of the model error terng)( Taking a differenced value of our institutional
variable of interest may help to reduce such cati@h and so minimize the effect of
endogeneity. However, to investigate the potemstimlogeneity of our institutional variable of
interest, we instrumeninst5 in the same manner as the endogenous lagged depende
variable. We continue to instrument the lagged ddpet variable minimally; however, we
find that a larger than minimum, but fewer than maxm, number of available instruments

are necessary to estimate the effeghstSwith acceptable precision.

Considering the model diagnostics, theandny, tests are consistent with instrument validity
(respectively, p=0.013 and p=0.085). However, beeauve have a relatively small sample at
our disposal, the Hansen test is being used tessssere overidentifying restrictions (37,
compared to 22 wheimst5 is assumed exogenous) without any increase imnrd&ton, and
thus has reduced power to reject the null of ims&mnt validity. Accordingly, the overall
Hansen test with p=1.00 may indicate a problem tob ‘many instruments’ (Roodman
2009b). To investigate this possibility, RoodmafQ@b) recommends using the difference-
in-Hansen tests, in order to gain statistical polmefocusing on the instruments of greatest
concern. First, we consider the test on the diffeed instruments for the levels equation,
which also constitutes a test of the validity o$teyn versus difference GMM estimation as
well as of the ‘steady-state’ assumption of sys@khM; there is a clear non rejection of the
validity of this group of instruments (p=0.976). &ddition, the Hansen test excluding this
group —a test of the validity of all the other msbents — fails to reject the null of instrument
validity while reducing thep-valueto a little below the tell-tale value of 1.00 (p896).
Secondly, a similar result is obtained from the $tantest excluding the instruments on the
lagged dependent variable; in other words, a ngactien of the validity of all other
instruments (p=0.998). Finally, the joint test bétvalidity of the instruments on both the
lagged dependent variable (endogenous by defifiiod oninst5 (potentially endogenous)
yields a non rejection with p=0.802. These diffeeim-Hansen tests yielgkvalues in the
range suggested by Roodman (2009b) p283) which, together with the results of timg

andmy, tests, suggest non rejection of the null of insieat validity.

The estimates withnst5 instrumented to address potential endogeneitynateradically
different from those withinst5 treated as exogenous: the coefficient on the thgigpendent
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variable is a little smaller (0.880 compared witt1B); and the coefficient on our
institutional variable of interest is around 10 qaet larger (0.438 compared with 0.403).
Given (1) thainst5is defined so as to obviate potential endogenéythe similarity of the
estimated effects when remaining concerns abognpiat endogeneity are addressed, and (3)
that the effect ofnst5 is less precisely estimated when instrumentetidatih significant at
the 5% level), we focus further discussion andrpritation on the results obtained by

assumingnst5to be exogenous.
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Appendix 4
Sensitivity analysis

If we use a four-year difference of institutionaladjty as the explanatory variable the results
are quite consistent, but the model diagnostics veeaker. If we further decrease the
difference to three years, the variable of intetestomes insignificant while the model
diagnostics weaken further. Similarly, increasihg tifference to six or seven years likewise
resulted in unacceptable model diagnostics, while institutional proxy proved to be
insignificant. All in all, the most valid resultseaobtained in the preferred model, suggesting
that the time-horizon over which institutional perfornecanis measured greatly affects

conclusions concerning the determinants of econ@eiformance in transition

Countries’ status with respect to the process of ilggration may be also an important
explanatory variable in explaining economic perfante and institutional effects in
transition (Chousa et al. 2005; Di Tommaso et @07). After including an (exogenous) EU
dummy variable (the base category is non-EU TGs)tlodel diagnostics were a little worse
than those of the base model, while the estimdfedts of other variables remain much the
same regarding sign, magnitude, and significanbhe.HU dummy has a positive sign but was
not significant at conventional levels of signific@. Because those TCs that entered the EU
tend to have the best economic and institutionafop@ance, this dummy variable may
potentially be endogenous. Accordingly, we treatEU dummy as a predetermined variable,
using the standard SGMM instruments. In additi@ipving Di Tommaso et al. (2007), we
instrument the EU dummy using the geographicaladsg from Brussels as an external
instrument. However, the effect of EU membershipp gtoves insignificant, while model

diagnostics weaken further.

If we control in our model specification for difeant clusters of countries (EU, SEE, and CIS
transition economies), the model diagnostics worsempared to those of the base-line
model, while none of these dummy variables prowdset statistically significant. Hence, we

do not identify differences in the model betweeffedent clusters of TCs.

As part of our investigation, we estimated the hasemodel augmented by interactions
between institutions and domestic/foreign investméaile did not find any significant
interaction effects, while the model diagnosticshese cases worsened.

We estimated a number of other regressions withrisitutional variable from the current

period as well as with lags, in each case instruimgnthem with additional external
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instruments to be found in the literature: yearslasncommunismommui);, war (war);
distance distancg; EU membership €u); and fractionalisation by religionclgrprob).
However, in all cases the model diagnostics weappropriate, while the institutional
variable did not appear as significant. Accordinghg could not identify precisely the current
or lagged influence of the institutional variable economic performance, which again
confirms the key findings on the importance of ha® measure the timing of institutional
effects.

Institutional theory is not explicit about what \adoles constitute the essential core of an
appropriate empirical specification. Facing thigltdnge, authors often use the specific-to-
general approach in specifying their institutiomabdels (Klomp — De Haan 2009) or
investigate more specifications with sets (vectmk)different variables (Blume — Voigt
2011). In our case, specifying a model with allgpially important variables identified in the
transition research is incompatible with estimatm@GGMM model on the size of sample
available. Yet estimation on different groups ofiables yields widely varying results; as
reported above, Efendic et al. (2011) find that lihk between institutions and economic
performance was conditional on, amongst other ssurof heterogeneity, empirical
specifications. Accordingly, our preferred specfion must be further investigated in order
to check its robustness.

In order to assess our specification we conducterant of Extreme Bounds Analysis
(EBA), which we adapted to take account of modafgdostics (more on EBA can be found
in: Leamer 1985). EBA is an econometric methodolagwassess whether minor changes in
the list of independent variables alter the mainctasions of the model (Leamer 1985). It is
also a test of whether some ‘doubtful’ omitted abkes truly do not belong to the model; if

so, then the base specification should producerbestimates (Leamer 1983).

The key step in the EBA procedure is to estimate lihse specification extended for all
possible combinations of up to three variables ¢eéorth, EBA models). For each estimated

EBA model, one investigates whether the coefficmthe variable of interegs, , wherem

indexes the coefficient estimated on the varialblent@rest (nst9 in j regressions, remains
statistically significant and of the theoreticagtisedicted sign. The extreme bounds refer to the

highest and the lowest values &f; obtained from its standard erretv'(nj in the EBA model,
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according to the following formulas: Lower bound 6?:4“1- — 20D, ; and Upper bound =

j o
C?)mj +2 D5mj . Researchers(s) report the lower and upper boafgs and assess whether

the coefficient of interest is likely to be zeroBjk test ‘is not passed’) or not (EBA test
‘passed’) (McAleer et al. 1985).

One shortcoming of EBA is lack of clear guidelirmsout the diagnostics that should be
investigated for the EBA models. Different authbese considered some model diagnostics
issues, but without achieving consensus. Accorglingl this EBA we use an important
additional criterion. Namely, we refer to the modiégnostics, since SGMM ‘works only
under arguably special circumstances’ (Roodman [2009156). Hence the final judgment
on EBA models will be based on the standard EBAstesggested by Leamer (1985) but
augmented by the model diagnostic tests, estabfjsm that way the more ‘systematic

approach’ to EBA evaluation suggested by McAleeal (1985, p. 306).

There is no clear rule as to which variables shdigddconsidered in EBA. Rather, variable
selection depends on theory but also on reseatghegments of the potentially important
variables (McAleer et al. 1985) as well as on datailability (Sala-i-Martin 1997). Initially,

as relevant variables we consider those that aeady exploited in the empirical institutional
research on TCs. Using this criterion, we come setaof more than 20 variables that were
used in different studies focused on either ougpatth or output levels. However, some of
the variables provide similar information to thastéing variables in the base specification,
and so are not interesting for our EBA. Consideaiighe potentially interesting ‘transition’
variables, our final list includes nine variablesitli very short descriptions)}commun
(number of years under communismjar (number of years during the last two decades in
which a particular country endured military conf$i; industry (percentage share of industry
in GDP); distance(distance of the capital city from Brusselsgde (total trade share as a
percentage of GDP)gpu (dummy variables for TCs that are EU membed)rprob
(probability that a randomly chosen citizen is Ghain); popgr (average annual population
growth in percentages); anclrrent (current account deficit as a percentage of GDP).
Importantly, none of these examined variables ghllyi correlated with either our variable of
interest (nstH or with the other variables. This suggests thalticollinearity should not be a

significant problem when using these variables tlogrein the same regression.
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Using those nine variables in different combinagiome estimated 129 EBA regressions.
Table 3 reports results from the twenty-four EBAyressions that yield adequate model
diagnostics.

Table 3. Summary findings from the Extreme Boundsalgsis (EBA)

Sets of up to three Coeff. Lower | Upper | EBA Significance | Sign | Robust/
variables used in the EBA(instb) bound | bound | test test test fragile
models 2 (+/-) (+/-) (+/-)
G
Trade 0.36 0.06 0.66 + + + +
Chrprob 0.47 0.13 0.81 + + + +
Popgr 0.42 0.04 0.80 + + + +
trade chrprob 0.44 0.08 0.80 + + + +
trade popgr 0.43 0.07 0.79 + + + +
trade current 0.41 0.05 0.77 + + + +
eu popgr 0.51 0.13 0.89 + + + +
chrprob popgr 0.47 0.11 0.83 + + + +
popgr current 0.49 0.29 0.69 + + + +
commun war trade 0.51 0.07 0.95 + + + +
commun distance eu 0.58 0.12 1.04 + + + +
war industry trade 0.61 0.05 1.17 + + + +
war distance trade 0.49 0.11 0.85 + + + +
war distance popgr 0.33 -0.85 1.51 - - + -
war trade current 0.59 0.10 0.99 + + + +
war popgr current 0.61 0.23 0.99 + + + +
industry trade eu 0.45 0.05 0.85 + + + +
industry eu current 0.46 0.10 0.82 + + + +
distance eu popgr 0.53 0.11 0.95 + + + +
trade chrprob popgr 0.42 0.02 0.82 + + + +
trade chrprob current 0.53 0.13 0.93 + + + +
trade chrprob popgr 0.42 0.02 0.82 + + + +
eu chrprob popgr 0.49 0.09 0.89 + + + +
eu chrprob current 0.53 0.15 0.91 + + + +
eu popgr current 0.45 0.11 0.79 + + + +
Source:Authors’ calculations using EBA regression resfribsn STATA 10.
Notes:Coeff. (nstH “mi . coefficient on the variable of intere#gt5) estimated in EBA model
Lower bound — lower bounds in the EBA model
Upper bound —upper bounds in the EBA model
EBA test — whether the EBA model satisfies (+) ot (1) the EBA decision rules for the bounds.
Significance test — whethérst5in EBA model is significant (+) or not (-)
Sign test - whethdnst5in EBA model is of expected positive (+) or neget(-) sign
Robust/fragile — whether EBA model has satisfiddesits — robust (+) or failed at least one - fiai)

Our variable of interest always had the anticipagegh; hence, it is robust in its positive
influence on economic performance. Regarding sicamice and EBA tests, we identify only
one EBA model (that includesar, distanceand popgr as additional independent variables)
which is ‘fragile’. Conversely, in 23 of the 24 iesated EBA regressionwith acceptable
model diagnosticsour variable of interest was ‘robust’ to changes dpecification.

Accordingly, by applying Sala-i-Martin’s (1997) gy&gtion to look at the entire distribution
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of the EBA results, we conclude that the institaéibvariable was robust to changes in the

base specification when estimated in a statisyicedlll specified model.

The most demanding robustness check will be toneséi the model with an extended data set
that includes the period of the global financiasisrand its aftermath. However, as yet, some
of the key data are not available for 2008-2012rédwer, the accuracy of the data for this
period is still questionable and subject to rewvisidhis suggests that it may be still too early

to expect a reliable robustness check by applyurgrmdel to post-crisis data.
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